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Preface

The immune system is the core of defense against pathogenic organisms. It includes barrier functions, multiple cell types with specialized defense roles, and a myriad of chemicals, some involved directly in defense and others in regulation of the immune response. It is evident that a well-functioning immune system is central to protection against becoming infected and to the body’s response to being infected. But the immune system does more than that: it is involved in surveillance against tumor cells, in the response to injury, and in the tolerance of foods, commensal organisms, and, in pregnancy, the fetus, each of which is foreign to the individual. Failure of the immune system to respond properly predisposes to infection and makes infections more severe, increases risk of cancer, diminishes the ability to heal wounds, and can result in adverse reactions to foods and to normally benign environmental exposures including harmless microorganisms. Such immune failures underlie immune-mediated conditions that can be pathological and in some cases fatal.

Nutrition is one of the determinants of immune competence, and the immune system is adversely affected by malnutrition. Malnutrition may come in several forms; one of these is sometimes called protein-energy malnutrition; this is frank undernutrition and is caused by inadequate access to food. The second form of malnutrition is specific essential nutrient deficiencies, such as deficiency of zinc, iron, or vitamin A. Such nutrient deficiencies may be multiple in a single individual and may coincide with protein-energy malnutrition. The immune system has a high demand for energy, so requiring fuels, and for biosynthesis and cell replication, so requiring the substrates that act as building blocks. Such intense metabolic activity requires cofactors and regulators; these are often vitamins and minerals. Thus, it is easy to see that either protein-energy malnutrition or essential nutrient deficiencies will impair the immune response, making the individual more susceptible to infection. The third form of malnutrition is overnutrition, principally in the form of an excessive intake of macronutrients resulting in overweight and obesity. It is now known that obesity is also linked to immune impairments. Billions of individuals worldwide, many of them children, suffer from each of protein-energy malnutrition, essential nutrient deficiencies, and overweight and obesity. Research has shown that reversing malnutrition improves immune competence with a subsequent improvement in resistance to infection. Thus, poor nutrition impacting the immune system is a global public health problem with immense consequences on childhood growth and development, on morbidity and mortality, and on social structures and health economies. In order to properly address this problem, a detailed understanding of the nutrition–immunity–infection interaction is required.

This book addresses different aspects of the nutrition–immunity–infection triad. It brings together the state of the art descriptions of different components of that triad with the aim of providing an integrated view overall. Life-course considerations are included and there is recognition that nutrition is culture and context specific, which may have an overall impact on the outcome of dietary exposures and particular interventions.

We are indebted to the authors of the individual chapters for their contributions to this important book, and we thank the publishers for their continued support throughout this project.

Philip C. Calder and Anil D. Kulkarni
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1.1 INTRODUCTION

The immune system is concerned with defense of the host against pathogenic organisms. It consists of a complex network of molecules and cells that have precise roles. The immune response may be divided into innate (sometimes called natural) and adaptive (sometimes called acquired) components. The innate immune response is rapid and nonspecific; it uses receptors encoded in the germ line. In contrast, the adaptive immune response is slower to react and specific; it uses receptors that are generated by somatic DNA rearrangement. Cells involved in the innate response include various phagocytic cells (neutrophils, monocytes, and macrophages), inflammatory cells (basophils, mast cells, and eosinophils), and natural killer (NK) cells. Molecules involved in innate immunity include complement, acute-phase proteins, and cytokines. The barrier function is also part of the innate immune response. The adaptive response involves the binding of antigen to surface receptors of antigen-specific B- and T-lymphocytes (also called B- and T-cells) via an antigen presenting cell (APC) and the subsequent activation and proliferation of the B- or T-cell. In response to the activation, B-cells secrete antibodies; these are antigen-specific immunoglobulins (Ig). The key role of antibodies is to identify and aid in the destruction of extracellular microorganisms. T-cells help B-cells to produce antibodies, therefore participating in adaptive immune defense against extracellular microorganisms. T-cells also play a key role in adaptive immune defense against intracellular microorganisms either directly, for example by killing virally infected cells, or indirectly, through activation of macrophages. The innate and adaptive immune responses work together in an integrated way to effectively eliminate organisms, toxins, and allergens. This chapter will provide an overview of the components and activities of the immune system. Further detail may be found in any immunology textbook.

1.2 INNATE IMMUNITY

1.2.1 Barriers

Barriers form a part of innate immune defense by acting to exclude pathogens and toxins. Barriers include the skin and the gastrointestinal, respiratory, and genitourinary tracts. These provide a physical impediment to entry. However, there are additional barrier functions. An example is mucosal secretions, which can trap microorganisms, and the acidic pH of the stomach, which can kill many invading bacteria.

1.2.2 Pattern Recognition Receptors

It is essential for the innate immune system to recognize pathogens. This is achieved through pattern recognition receptors (PRRs) that recognize molecular structures that are broadly shared by pathogens. Researchers term these structures pathogen-associated molecular patterns (PAMPs), but since they also exist on nonpathogenic organisms, they are more correctly described as microbial-associated molecular patterns (MAMPs). When PRRs recognize MAMPs, several signaling pathways are initiated to activate the first line of host defensive responses necessary for killing infectious microbes. In addition, PRR signaling induces maturation of dendritic cells (DCs), which are responsible for antigen processing and presentation, so initiating the second line of host defense, adaptive immunity.

Toll-like receptors (TLRs) were the first PRRs to be identified. They are expressed either on the cell surface or associated with intracellular vesicles (Figure 1.1). More than ten functional TLRs have been identified in humans. Each TLR detects distinct MAMPs derived from viruses, bacteria, mycobacteria, fungi, and parasites (Table 1.1). These include lipopolysaccharide (LPS) from gram-negative bacteria, peptidoglycan, lipoteichoic acid, bacterial flagellar proteins, viral double-stranded RNA, and unmethylated DNA with CpG motifs characteristic of microbial DNA. Other classes of cytosolic PRRs also exist, including RIG-I-like receptors (RLRs) and Nod-like receptors (NLRs).
1.2.3 CelluHar COMPONENTS OF INNATE IMMUNITY

All cells of the immune system derive from pluripotent stem cells in the bone marrow (Figure 1.2). A pluripotent stem cell can give rise to either a lymphoid stem cell or myeloid stem cell. Lymphoid stem cells can differentiate further into the four major populations of mature lymphocytes: T-cells, B-cells, NK cells, and NK-T cells. Myeloid stem cells (also termed common myeloid progenitors) give rise to granulocytes, monocytes, megakaryocytes and platelets, and erythrocytes.

1.2.3.1 Neutrophils

Neutrophils are the most numerous granulocyte in the bloodstream. Early in the innate immune response, neutrophils are recruited to the site of infection or tissue injury and become activated. Neutrophils make their way to a site of infection via many steps involving proinflammatory mediators, adhesion molecules, chemotactants, and chemokines (this process is described in Section 1.3). Once at the site, neutrophils phagocytose (engulf) organisms by extending pseudopodia (projections of cytoplasmic membranes), which form a membranous vesicle (phagosome) around the organism. The phagosome fuses with neutrophil cytoplasmic granules forming a phagolysosome. In this enclosed compartment, killing occurs via two mechanisms. The first is an oxygen dependent response referred to as the respiratory burst. This involves the reduction of oxygen by an NADPH oxidase enzyme leading to the production of toxic oxygen metabolites such as singlet oxygen, hydrogen peroxide, and hydroxyl radicals. The second mechanism is oxygen independent. This uses highly toxic cationic proteins and enzymes such as myeloperoxidase and lysozyme, which are contained in the cytoplasmic granules. The phagocytic ingestion and killing of an organism is

FIGURE 1.1 (See color insert.) Toll-like receptor (TLR) signaling. Individual TLRs initiate overlapping and distinct signaling pathways in various cell types such as macrophages, dendritic cells, and inflammatory monocytes. Engagement of TLRs with their ligands induces conformational changes of TLRs that lead to recruitment of adaptor proteins such as MyD88, TIRAP, TRIF, TRAF, and TRAM. TLR4, TLR5, TLR10, TLR11, TLR12, and TR13 exist as surface-bound homodimers, while TLR2 can form surface-bound heterodimers with TLR1 or TLR6. TLR3, TLR7, TLR8, and TLR9 are homodimers bound to the endolysosome membrane. All TLRs are capable of activating nuclear factor kappa B (NFκB) and inducing inflammatory cytokine production. Some TLRs also signal to promote production of type-I interferon (interferon-α). Reproduced with permission from Cayman Chemical Company.
### TABLE 1.1
Toll-Like Receptors (TLRs) and the Microbial-Associated Molecular Patterns (MAMPs) That They Recognize

<table>
<thead>
<tr>
<th>TLR</th>
<th>Cellular Location</th>
<th>MAMPs Recognized</th>
<th>Organisms the MAMPs Represent</th>
<th>Cell Types Expressing the TLR</th>
</tr>
</thead>
<tbody>
<tr>
<td>TLR1</td>
<td>Cell surface</td>
<td>Lipopeptides</td>
<td>Bacteria</td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Some dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B-lymphocytes</td>
</tr>
<tr>
<td>TLR2</td>
<td>Cell surface</td>
<td>Glycolipids, Lipopeptides, Lipoproteins, Lipoteichoic acid, Zymosan</td>
<td>Bacteria, Bacteria, Bacteria, Gram positive bacteria, Fungi</td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Myeloid dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mast cells</td>
</tr>
<tr>
<td>TLR3</td>
<td>Intracellular</td>
<td>Double-stranded RNA</td>
<td>Viruses</td>
<td>Dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B-lymphocytes</td>
</tr>
<tr>
<td>TLR4</td>
<td>Cell surface</td>
<td>Lipopolysaccharides</td>
<td>Gram negative bacteria</td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Neutrophils</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Myeloid dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B-lymphocytes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mast cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Intestinal epithelial cells</td>
</tr>
<tr>
<td>TLR5</td>
<td>Cell surface</td>
<td>Bacterial flagellin, Profilin</td>
<td>Bacteria, <em>Toxoplasma gondii</em></td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Some dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Intestinal epithelial cells</td>
</tr>
<tr>
<td>TLR6</td>
<td>Cell surface</td>
<td>Diacyl lipopeptides</td>
<td>Mycoplasma</td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B-lymphocytes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mast cells</td>
</tr>
<tr>
<td>TLR7</td>
<td>Intracellular</td>
<td>Single-stranded RNA</td>
<td>Viruses</td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Plasmacytoid dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B-lymphocytes</td>
</tr>
<tr>
<td>TLR8</td>
<td>Intracellular</td>
<td>Single-stranded RNA</td>
<td>Viruses</td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Some dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Mast cells</td>
</tr>
<tr>
<td>TLR9</td>
<td>Intracellular</td>
<td>Unmethylated CpG oligonucleotide DNA</td>
<td>Viruses</td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Plasmacytoid dendritic cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>B-lymphocytes</td>
</tr>
<tr>
<td>TLR10</td>
<td>-</td>
<td>Not known</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TLR11</td>
<td>Intracellular</td>
<td>Profilin</td>
<td><em>Toxoplasma gondii</em></td>
<td>Monocytes and macrophages</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Liver cells</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Kidney</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Bladder epithelial cells</td>
</tr>
</tbody>
</table>
more effective if it is opsonized (coated) with a specific antibody or complement. These molecules bind to Fc and complement receptors on the neutrophil, increasing adhesion between the organism and the phagocyte.

1.2.3.2 Monocytes and Macrophages
Monocytes circulate in the bloodstream; like neutrophils, they are attracted to sites of infection or tissue injury. After infiltration to the site of infection or injury, monocytes can differentiate into macrophages according to the cytokine milieu. Macrophages can be long lived—they can remain resident in tissues for prolonged periods of time. Scientists often give tissue-resident macrophages specific names such as microglia (within the central nervous system) and Kupffer cells (in the liver). Like neutrophils, macrophages have receptors for antibodies and

**FIGURE 1.2 (See color insert.)** Hematopoietic stem cell-derived lineages. Pluripotent hematopoietic stem cells differentiate in bone marrow into common lymphoid progenitor cells or myeloid stem cells. Lymphoid stem cells give rise to B-cell, T-cell, and natural killer (NK) cell lineages. Myeloid stem cells give rise to a second level of lineage-specific colony-forming unit (CFU) cells that go on to produce neutrophils and monocytes (granulocyte macrophage [GM]), eosinophils (Eo), basophils (Baso), mast cells (MC), megakaryocytes (Meg), and erythrocytes (E). Monocytes differentiate further into macrophages in peripheral tissue compartments. Dendritic cells (DC) appear to develop primarily from a dendritic cell precursor that is distinguished by its expression of the Fms-like tyrosine kinase 3 (Flt3) receptor. This precursor can derive from either lymphoid or myeloid stem cells, and gives rise to both classical and plasmacytoid dendritic cells. Classical dendritic cells can also derive from differentiation of monocytoyid precursor cells. (Reprinted from *J. Allergy Clin. Immunol.*, 125, Chaplin, D. D. (2010) Overview of the immune response, S3–S23, with permission from Elsevier.)
complement, and as such, microorganisms coated with antibodies and/or complement enhance phagocytosis. Once ingested, the microorganisms are destroyed using the same mechanisms described for neutrophils. Macrophages can produce large numbers of cytokines, such as interleukin (IL)-12, IL-1, IL-6, tumor necrosis factor (TNF), and interferon (IFN)-γ. Since these cytokines affect the activity of other cell types, macrophages have an important regulatory role in immune responses.

1.2.3.3 Eosinophils
Large numbers of intracellular granules characterize eosinophils. These contain preformed proteins such as cationic proteins, eosinophil cationic proteins, and a wide range of cytokines, chemokines, and growth factors. Eosinophils are very important for host defense against helminthic parasites (i.e., worms). Eosinophils are only weakly phagocytic. Instead, they kill parasites by releasing cationic proteins and reactive oxygen metabolites into the extracellular fluid; they also secrete leukotrienes, prostaglandins, and various cytokines as well as intact membrane-bound organelles. These organelles express receptors, for example for cysteinyl-leukotrienes, and release their contents in the presence of receptor ligands.

1.2.3.4 Basophils and Mast Cells
Basophils and mast cells are morphologically similar to one another, although they come from distinct lineages. They have high affinity cell surface receptors for IgE (FcεRI). Therefore, basophils and mast cells are the key initiators of immediate hypersensitivity responses and of the host response to helminthic parasites. They release histamine and other preformed mediators from their granules and they produce significant numbers of lipid mediators that stimulate tissue inflammation, edema, and smooth muscle contraction. Basophils can release substantial amounts of IL-4 and IL-13, although mast cells produce much less.

1.2.3.5 Natural Killer Cells
NK cells are large granular lymphocytes. They do not possess either the T-cell receptor (TCR) or surface immunoglobulin. NK cells can kill infected and malignant cells using a complex array of activating and inhibitory cell surface receptors (Jonsson and Yokoyama 2009). They can bind the Fc receptors that bind IgG (FcγR) and initiate antibody-dependent cellular cytotoxicity of the target cell. Alternatively, killer-activating receptors and killer-inhibitory receptors of NK cells may be used to bind target cells and shape the subsequent NK cell response. The killer-activating receptors recognize several different molecules present on the surface of all nucleated cells, whereas the killer-inhibitory receptors recognize major histocompatibility complex (MHC) class I molecules on all nucleated cells. If the killer-activating signal is released, then the NK cell destroys the target cell unless overridden by the killer-inhibitory signal upon recognition of the target cell MHC class I molecules. The lack of MHC class I receptor expression (due to infection or malignancy) ensures there is no inhibitory signal via the killer-inhibitory receptor and thus the NK cell will eliminate the cell with the abnormal phenotype. NK cells act by releasing the pore-forming molecule, perforin, and inserting it into the membrane of the target cell; subsequently the NK cell releases cytotoxic granzymes through the pore it has produced.

1.2.4 Soluble Factors Involved in Innate Immunity
The innate immune response involves the release of products such as complement (C), acute phase proteins, cytokines, reactive molecules such as those produced during the respiratory burst, and proinflammatory mediators such as leukotrienes and histamine. Other soluble factors are also involved in innate immunity.
1.2.4.1 Complement
The complement cascade can be activated in three different ways. The first is by antigen-antibody complexes, and this is referred to as the classic pathway. The second is by microbial cell walls, and this is referred to as the alternative pathway. The third is the lectin pathway, which involves the interaction of microbial carbohydrates with mannose-binding proteins in the plasma. Once the cascade is initiated, many immunologically active substances are released. Complement component C3, via its proteolytic-cleavage fragment C3b, binds to the surface of microorganisms, and this initiates phagocytosis of the microbe. The other complement fragments C3a, C4a, and C5a induce the release of inflammatory mediators from mast cells. C5a also attracts neutrophils to inflamed tissues. Complement components C5b, C6, C7, C8, and C9 finally form what is termed the membrane-attack complex, which perforates target cell membranes and thereby promotes death of the target cell.

1.2.4.2 Acute Phase Proteins
There are a number of acute phase proteins. Examples include C-reactive protein, serum amyloid A protein, and various proteinase inhibitors and coagulation proteins. They have different roles in host defense and in promoting the repair of damage caused during an immune response.

1.2.4.3 Cytokines
Cytokines are small molecular-weight proteins that act as soluble mediators; they are secreted by one cell to alter its own behavior or that of another cell. As such, they are regulators of immune responses, working within the immune system and between the immune system and other cellular networks within the body (Table 1.2). Cytokines are produced by all cells and have a wide variety of functions. They bind to specific cell surface receptors initiating intracellular signals. The biological effect depends on the cytokine and the cell involved, but normally cytokines affect cell activation, division, apoptosis, or movement. They act as autocrine, paracrine, or endocrine messengers. Cytokines produced by leukocytes that have effects mainly on other leukocytes are called interleukins. Cytokines that have a chemoattractant activity are called chemokines (see Section 1.3.2). Cytokines that cause differentiation and proliferation of stem cells are called colony-stimulating factors. Some cytokines also have a role in defense by interfering with viral replication; they are called interferons (IFNs).

1.3 ADHESION MOLECULES AND CHEMOKINES
1.3.1 Adhesion Molecules
Immune cells must be recruited from the bloodstream to sites of infection, inflammation, and injury, where they are subsequently activated. Their recruitment occurs through the interplay between cell-adhesion molecules and signaling molecules like cytokines and chemokines. Adhesion molecules are surface-bound molecules involved in cell-to-cell interactions. Their main function is in facilitating processes where close contact of cells is required (e.g., cell migration, phagocytosis, and cellular cytotoxicity). Adhesion molecule expression may be constitutive or may be induced by exposure to an inflammatory signal; such signals include cytokines, chemokines, microbial products (e.g., LPS), and activated complement proteins. Adhesion molecules are expressed on both leukocytes and endothelial cells enabling interaction between the two (Figure 1.3).

Based on structure and function, scientists classify adhesion molecules into several families (Table 1.3). The main families are the intercellular adhesion molecules, integrins, selectins, and cadherins (calcium-dependent adherins). In addition to adhesion molecules on leukocytes and the vascular endothelium, there are tissue-specific adhesion molecules called addressins. These target lymphocytes to a specific tissue location, such as the gut mucosa, lung, skin, peripheral lymph nodes, brain, and synovium.
TABLE 1.2
Selected Cytokines, Their Main Sources, and Their Functions

<table>
<thead>
<tr>
<th>Cytokine</th>
<th>Main Sources</th>
<th>Main Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interleukin-1</td>
<td>Macrophages, endothelial cells</td>
<td>Immune activation</td>
</tr>
<tr>
<td>Interleukin-2</td>
<td>T-cells</td>
<td>Supports T-cell and NK cell function</td>
</tr>
<tr>
<td>Interleukin-3</td>
<td>T-cells</td>
<td>Growth of hemopoietic stem cells</td>
</tr>
<tr>
<td>Interleukin-4</td>
<td>T helper cells</td>
<td>T helper 2 lymphocyte growth factor; involved in IgE responses</td>
</tr>
<tr>
<td>Interleukin-5</td>
<td>T helper cells</td>
<td>Promotes growth of B-cells and eosinophils</td>
</tr>
<tr>
<td>Interleukin-6</td>
<td>Fibroblasts, macrophages</td>
<td>Promotes B-cell growth and antibody production</td>
</tr>
<tr>
<td>Interleukin-7</td>
<td>Stromal cells</td>
<td>Induces acute phase responses</td>
</tr>
<tr>
<td>Interleukin-8</td>
<td>Macrophages</td>
<td>Lymphocyte growth factor; important in the development of immature cells</td>
</tr>
<tr>
<td>Interleukin-10</td>
<td>CD4+ T-cells, monocytes, macrophages</td>
<td>Chemoattractant</td>
</tr>
<tr>
<td>Interleukin-12</td>
<td>Monocytes, macrophages</td>
<td>Inhibits the production of interferon-α, interleukin-1, interleukin-6, and tumor necrosis factor-α, and stops antigen presentation</td>
</tr>
<tr>
<td>Interleukin-13</td>
<td>Activated T-cells</td>
<td>Augments T helper 1 responses and induces interferon-γ</td>
</tr>
<tr>
<td>Interleukin-18</td>
<td>Macrophages, Kupffer cells</td>
<td>Stimulates B-cells</td>
</tr>
<tr>
<td>Granulocyte colony stimulating factor</td>
<td>Monocytes</td>
<td>Augments T helper 1 responses and induces interferon-γ</td>
</tr>
<tr>
<td>Monocyte colony stimulating factor</td>
<td>Monocytes</td>
<td>Promotes growth of myeloid cells</td>
</tr>
<tr>
<td>Granulocyte-macrophage colony stimulating factor</td>
<td>T-cells</td>
<td>Promotes growth of macrophages</td>
</tr>
<tr>
<td>Interferon-α</td>
<td>Leukocytes</td>
<td>Promotes growth of monomyelocytic cells</td>
</tr>
<tr>
<td>Interferon-β</td>
<td>Fibroblasts</td>
<td>Immune activation and modulation; inhibits viral replication</td>
</tr>
<tr>
<td>Interferon-γ</td>
<td>T-cells and natural killer cells</td>
<td>Immune activation and modulation</td>
</tr>
<tr>
<td>Tumor necrosis factor-α</td>
<td>Monocytes and macrophages</td>
<td>Stimulates generalized immune activation as well as tumor necrosis. Also known as cachectin</td>
</tr>
<tr>
<td>Tumor necrosis factor-β</td>
<td>T-cells</td>
<td>Stimulates immune activation; also known as lymphotoxin</td>
</tr>
<tr>
<td>Transforming growth factor-β</td>
<td>Platelets</td>
<td>Immunoinhibitory but stimulates connective tissue growth and collagen formation</td>
</tr>
</tbody>
</table>

1.3.2 CHEMOKINES

Chemokines are members of the cytokine family that play a key role in leukocyte migration (Table 1.4). They have a chemotactic (i.e., they attract cells) function and are named by the position of the two cysteine (C) residues compared with the other amino acids (X) within the peptide sequence. The two main subgroups are the CXC and CC chemokines, also known as α- and β-chemokines. Chemokines are produced by most cells upon stimulation with proinflammatory cytokines or bacterial products, while chemokine receptors are found on all leukocytes.
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The effects of chemokines are more prolonged than other chemoattractants, such as complement activation products.

1.4 ADAPTIVE IMMUNITY

1.4.1 OVERVIEW

Adaptive immunity against pathogens involves the clonal expansion of antigen-specific T-lymphocytes that recognize their antigen presented on the surface of DCs in secondary lymphoid organs (e.g., lymph nodes). Once activated in this way, CD4+ T-cells (these are helper T-cells) migrate to follicles within the lymphoid organ to provide help to B-cells in producing antibodies (i.e., antigen-specific immunoglobulins). They also migrate to peripheral sites of antigen exposure to attempt to eliminate incoming pathogens by ensuring the appropriate type of effector cell function. Type 1 helper T-cells (Th1 cells) produce IFN-γ that promotes clearance of viruses and intracellular bacteria, while type 2 helper T-cells (Th2 cells) produce IL-4, IL-5, and IL-13, which promote clearance of extracellular parasites. Once the source of antigen is eliminated, central memory and effector memory T-cells persist and provide immune surveillance in lymphoid organs and in peripheral nonlymphoid tissues enabling the host to react quickly if there is re-exposure to the pathogen.

FIGURE 1.3 (See color insert.) Leukocyte–endothelial cell interactions. Leukocyte recruitment is a multistep process involving initial attachment and rolling, tight binding, and transmigration across the vascular endothelium. Steps in leukocyte emigration are controlled by specific adhesion molecules on leukocytes and endothelial cells (see Table 1.3). The various steps of leukocyte emigration are depicted schematically here; interacting pairs of molecules are shown in the same color. The activated endothelium expresses selectins, which when binding to leukocytes initiate a rolling adhesion of leukocytes to the vessel’s luminal wall. Integrins become activated by chemokines and bind to endothelial intercellular adhesion molecules (ICAMs) and vascular cell adhesion molecules (VCAMs), permitting a firmer adhesion. Transmigration across the vascular endothelium may be guided by further adhesive interactions, perhaps involving molecules such as platelet-endothelial cell adhesion molecule (PECAM)-1, which endothelial cells express at intercellular junctions. ESL, E-selectin ligand; HSPG, heparin sulfate proteoglycan; LFA, leukocyte function-associated antigen; PAF, platelet activating factor; PECAM-1 (d1/2), interaction involves immunoglobulin domains 1 and/or 2 of PECAM-1; PECAM-1 (d6), interaction involves immunoglobulin domain 6 of PECAM-1; PSGL, P-selectin glycoprotein ligand; s-Lex, sialyl-Lewisx carbohydrate antigen; VLA, very late (activation) antigen. (Reprinted with permission from Macmillan Publishers Ltd: Laboratory Investigation. Muller, W. A. (2002) Lab. Invest., 82, 521–533, 2002.)
1.4.2 Antigen Presentation and Recognition by T-Lymphocytes

The basis for antigen recognition by T-cells is the presence of major histocompatibility (MHC) molecules. MHC molecules are cell-surface glycoproteins that bind peptide fragments of proteins that either have been synthesized within the cell (class I MHC molecules) or have been ingested by the cells (through phagocytosis) and proteolytically processed (class II MHC molecules). In humans, MHC molecules are referred to as human leukocyte antigens (HLAs).
1.4.2.1 Class I and II MHC Molecules
Class I MHC molecules (HLA-A, HLA-B, HLA-C) are composed of a variant chain that is noncovalently associated with a non-MHC invariant chain, \( \beta_2 \)-microglobulin. Class II MHC molecules (HLA-DR, HLA-DQ, HLA-DP) are composed of an \( \alpha \)-variant chain noncovalently associated with a \( \beta \)-variant chain. The role of the MHC molecules is to display (“present”) antigenic peptides that enable the appropriate (i.e., the antigen-specific) T-cell receptors (TCRs) to bind them. Class I MHC molecules present endogenously derived antigenic peptides after antigen processing, such as viral epitopes, to CD8\(^+\) T-cells, whereas class II MHC molecules present exogenously derived antigenic peptides, such as soluble bacterial protein-derived antigenic peptides, to CD4\(^+\) T-cells. Class I MHC molecules are expressed on all nucleated cells. In contrast, class II MHC molecules are expressed constitutively on B-cells, DCs, monocytes, and macrophages, and can be induced on many additional cell types, including epithelial and endothelial cells after stimulation with IFN-\( \gamma \).

1.4.2.2 HLA-Independent Presentation of Antigen
Class I and class II MHC molecules present protein-derived peptide antigens to T-cells. Some T-cells can recognize bacterial lipid antigens that are presented bound to CD1 molecules. Human CD1 molecules bind and present lipid and glycolipid antigens derived from mycobacteria for recognition by T-cells. Presentation requires uptake of antigen into endosomes, where it binds to CD1.

1.4.3 T-LYMPHOCYTES

1.4.3.1 T-Cell Development
T-cells develop in the thymus where they undergo a process of selection that is aimed at ensuring the output of T-cells bearing rearranged \( \alpha \beta \) TCRs. This is a complex process. CD4\(^+\)CD8\(^-\) thymocytes undergo recombination activation gene (RAG)-mediated TCR\( \beta \) gene rearrangement. Generation...
of a functional TCRβ-chain induces proliferation and CD4 and CD8 co-receptor expression. At this CD4+CD8+ double-positive stage, a second wave of RAG-dependent rearrangement occurs but now at the TCRα locus. This generates rearrangements that encode TCRα-chains that pair with the already available TCRβ-chains, and these TCRαβ pairs are tested for interactions with self-MHC molecules. Good affinity for self-MHC class II and class I molecules drives positive selection, upregulation of TCR surface expression, and commitment to the CD4 and CD8 T-cell lineages, respectively. Poor interactions with MHC result in cell death. Positively selected CD4 single-positive and CD8 single-positive thymocytes test their TCRs against a broad array of self-MHC–self-peptide ligands for self-reactivity, and those cells that recognize self are removed by apoptosis. Thus, thymic output is of CD4 or CD8 single-positive T-cells that should not exhibit self-reactivity. Most (90%–95%) circulating T-cells use the αβ TCR. The other 5%–10% use an alternate heterodimeric TCR composed of γ and δ chains. The γ and δ chains also assemble by means of RAG1/RAG2-mediated rearrangement of V, D (for the δ chain only), and J elements. However, only some γδ T-cells are generated in the thymus. Most are generated in an extrathymic compartment, and they populate the gut-associated lymphoid tissue.

1.4.3.2 T-Cell–Antigen Receptor Complex

The antigen-specific α and β chains of the TCR associate with invariant accessory chains that transduce signals when the TCR binds to antigen-MHC complexes. These accessory chains make up the CD3 complex, consisting of the transmembrane CD3γ, CD3δ, and CD3ε chains plus a largely intracytoplasmic homodimer of two CD3ζ chains. It appears that each TCR αβ pair associates with a CD3γε heterodimer, a CD3δε heterodimer, and a CD3ζ homodimer. Interaction of the TCR/CD3 complex with an antigenic peptide presented on an HLA molecule provides only a partial signal for cell activation. Full activation requires additional signals. These include interaction of a costimulatory molecule, such as CD28 on the T-cell and CD80 (also called B7.1) or CD86 (B7.2) on the APC, and cytokine/cytokine receptor interaction. Interaction of peptide-MHC with the TCR without the costimulatory signals can lead to prolonged nonresponsiveness of T-cells. Signaling events initiated as a consequence of the combination of signals mentioned above lead to T-cell activation, proliferation, and differentiation.

1.4.3.3 T-Cell Subpopulations

After exposure to antigen, both CD4+ and CD8+ T-cells differentiate into functionally distinct sub-sets determined by the precise environment that is present (Figure 1.4). For example, upon activation by TCR and cytokine mediated signaling, naive CD4+ T-cells can differentiate into at least four major types of T helper (Th) cells, Th1, Th2, Th17, and inducible T regulatory (iTreg) cells, which play a critical role in orchestrating adaptive immune responses to various microorganisms. These subpopulations can be distinguished according to their cytokine-production profiles and their functions. Th1 cells secrete IFN-γ and are involved in combating intracellular bacteria and viruses. They do this by activating antiviral effector cells like macrophages and NK cells and by inducing proliferation of cytotoxic T-cells (CTLs). In contrast, Th2 cells, which produce cytokines like IL-4, IL-5, and IL-13, induce immunoglobulin E (IgE) and eosinophil-mediated destruction of helminths. Th17 cells are responsible for controlling extracellular bacteria and fungi through the production of IL-17a, IL-17f, and IL-22, while iTregs, together with naturally occurring T regulatory (nTreg) cells, are important in maintaining immune tolerance (see Section 1.7).

The major determinant for Thelper cell differentiation is the cytokine milieu at the time of antigen encounter. IL-12 and IFN-γ are two important cytokines driving Th1 differentiation. For Th2 differentiation, many cytokines including IL-4, IL-7, and thymic stromal lymphopoietin (TSLP) are involved. Transforming growth factor (TGF)-β induces Th17 differentiation in the presence of IL-6 but promotes iTreg cell differentiation when IL-2, but not IL-6, is also available. In general, more than one cytokine is required for differentiation to any particular phenotype and cytokines that promote differentiation to one lineage may suppress that to others.
Transcription factors are critical for helper T-cell differentiation and cytokine production. Cell fate determination in each lineage requires at least two types of transcription factors, the master regulators and the signal transducer and activator of transcription (STAT) proteins. The activity of the master regulators is controlled by their expression, whereas STAT proteins are activated by cytokines through posttranscriptional modifications such as phosphorylation. The essential transcription factors of Th lineages are T-bet/STAT4 (Th1), GATA-3/STAT5 (Th2), ROR\(\gamma\)t/STAT3 (Th17), and Foxp3/STAT5 (iTreg).

1.4.4 B-LYMPHOCYTES

1.4.4.1 B-Cell Development

B-cells mature in the bone marrow and are defined by the immunoglobulins they produce. During B-cell maturation, rearrangements of the immunoglobulin heavy-chain and light-chain genes occur; these are independent of antigen exposure. However, the activation of mature B-cells into
immunoglobulin-secreting B-cells or long-lived memory B-cells and then final differentiation into plasma cells depend on antigen interaction.

As with T-cells, the maturation and differentiation of B-cells is under the control of cytokines. IL-1 and IL-2 promote B-cell activation and growth; IL-4 induces switching to the IgE isotype; IL-5 enhances B-cell growth and differentiation; IL-6 increases the rate of secretion of Ig by B-cells; and IL-7 promotes proliferation of pre-B cells.

1.4.4.2 Establishing the B-Cell Repertoire

B-cell development follows a program of differential surface antigen expression and sequential heavy- and light-chain gene rearrangement. These processes result in the assembly of the antigen-binding component of the B-cell receptor. Like the TCR, the fully mature B-cell receptor includes additional transmembrane proteins designated Igα and Igβ that activate intracellular signals after receptor binding to antigen. B-cells also have a coreceptor complex consisting of CD19, CD81, and CD21 (complement receptor 2), which is activated by binding to the activated complement protein C3d.

Naive B-cells express IgM and IgD on their cell surfaces. As B-cells mature under the influence (“help”) of Th cells, T-cell-derived cytokines induce isotype switching. This is the process of DNA rearrangement enabling the production of antibodies of different isotypes but the same antigenic specificity. T-cell-derived IL-10 causes switching to IgG1 and IgG3, IL-4 and IL-13 cause switching to IgE, and TGF-β causes switching to IgA. IFN-γ or other products of Th1 cells induce switching to IgG2. At the same time as B-cells undergo isotype switching, an active process produces mutations, apparently randomly, in the antigen-binding portions of the heavy and light chains. If the mutations result in increased affinity of antibody for the antigen, then the cell producing that antibody has a proliferative advantage in response to antigen and grows to dominate the pool of responding cells. The mutations and subsequent clonal expansion of mutated cells occurs in the germinal centers of secondary lymphoid tissues (e.g., lymph nodes).

1.4.4.3 T-Cell-Dependent B-Cell Responses

Antigens that activate T-cells and B-cells generate immunoglobulin responses in which T-cells provide “help” for the B-cells to mature. This maturation includes both induction of isotype switching, in which the cytokines derived from T-cells control the isotype of immunoglobulin produced, and activation of somatic mutation, as described in Section 1.4.4.2. The cellular interactions underlying T-cell help are driven by the specific antigen and take advantage of the ability of B-cells to serve as APCs. B-cells that capture their antigen through their membrane immunoglobulins can internalize the antigen and process it intracellularly for presentation on the cell surface using class II HLA proteins. Uptake of antigen induces increased class II expression and expression of CD80 and CD86. T-cells activated by this combination of costimulator and antigen–class II complex on the B-cell then signal reciprocally to the B-cell through the interaction of the T-cell CD40 ligand with B-cell CD40. Isotype switching and somatic mutations are strongly associated with the development of B-cell memory. Memory responses (i.e., rapid induction of high levels of high-affinity antibody after secondary antigen challenge) are characterized by production of IgG, IgA, or IgE.

1.4.4.4 T-Cell-Independent B-Cell Responses

B-cells can be activated without T-cell help. In the absence of costimulators (from T-cells), monomeric antigens are unable to activate B-cells. In contrast, polymeric antigens with a repeating structure are able to activate B-cells, probably because they can cross-link and cluster immunoglobulin molecules on the B-cell surface. T cell-independent antigens include bacterial LPS, and some polymeric polysaccharides and proteins. Somatic mutation does not occur in most T-cell–independent antibody responses, and as a consequence immune memory to T-cell–independent antigens is generally weak.
1.5 OTHER IMMUNE CELL TYPES

The distinction of a cell type being part of the innate or adaptive arm of the immune system is not clear for several cell types. These include B-1 cells, marginal zone (MZ) B-cells, certain subsets of γδ T-cells, CD8αα-expressing T-cells in the gut, mucosal-associated invariant T (MAIT) cells, and invariant natural killer T (iNKT) cells. Each of these cell types express an antigen-specific receptor, either a B-cell receptor or a TCR, that is generated by V(D)J recombination. However, the repertoire of specificities of these receptors is strongly limited, so that the cells react with a limited diversity of antigens. Hence, the receptors expressed by these so-called innate B- and T-lymphocytes bear similarities with the PRRs expressed by cells of the innate immune system. CD1d-dependent iNKT cells are a conserved subset of T-lymphocytes that recognize exogenous and endogenous glycolipid antigens presented by CD1d. They are considered innate lymphocytes. MAITs have emerged as a potentially important immunoregulatory cell type especially in mucosal systems. Although MAIT cells are present predominantly in the gut mucosa, they comprise 1% to 8% of circulating T-cells.

1.6 LYMPHOID TISSUE AND CELLULAR COMMUNICATION

It is obvious that cellular interactions are essential for a normally regulated, protective immune response. A major challenge for the immune system is to bring rare antigen-specific B-cells together with rare antigen-specific T-cells and antigen-charged APCs. The primary role of the secondary lymphoid tissues is to facilitate these interactions. Secondary lymphoid tissues include the lymph nodes, spleen, and tonsils. Generally, the secondary lymphoid tissues contain zones enriched for B-cells (follicles) and other zones enriched for T-cells. The B-cell zones contain clusters of follicular DCs that bind antigen-antibody complexes and provide sites adapted to efficient B-cell maturation, somatic mutation, and selection of high-affinity B-cells. The T-cell zones contain large numbers of DCs that are potent APCs for T-cell activation.

Recruitment of lymphocytes to secondary lymphoid tissues and also to peripheral tissue sites of microbial invasion is essential for intact host defense. The traffic of lymphocytes from blood to tissues occurs via a series of lymphocyte-endothelial interactions that are dependent on binding between lymphocyte surface molecules and endothelial molecules together with an interaction between tissue-specific chemokines and the corresponding chemokine receptors on lymphocytes. The combination of L-selectin (CD62L) and the chemokine receptor CCR7 expressed on naive T-cells allows them to migrate into secondary lymphoid tissues. Upon stimulation with antigen, naive T-cells become activated and acquire a new profile of tissue-specific homing receptors guiding them to peripheral tissues drained by the lymph node. Thus, T-cells activated in mesenteric lymph nodes or in Peyer’s patches start to express the gut-homing intergrin α4β7 that binds to mucosal addressin cell adhesion molecule-1 (MAdCAM-1), which is only expressed on high-endothelial venules in gut-associated lymphoid tissues (GALT) and postcapillary venules in the gut. T-cells activated in cutaneous lymph nodes instead commence to express cutaneous lymphocyte-associated antigen that mediates localization to the skin via interaction with vascular ligand E-selectin. Moreover, the chemokine receptor CCR9 directs T-cells to the small intestinal mucosa, while CCR4 seems to attract T-cells to nongastrointestinal tissues, such as the skin and the lung.

1.7 REGULATORY T-CELLS AND IMMUNE TOLERANCE

CD4+ regulatory T-cells (Treg) suppress effector T-cells and prevent or limit reactivity to self-antigens and to some pathogens, to blunt inflammation and to maintain antigen-specific T-cell homeostasis. Multiple populations of Treg cells have been reported, with natural Treg cells being the best characterized. Natural Treg cells constitutively express CD25 (IL-2-receptor α-chain), cytotoxic T lymphocyte-associated antigen 4 (CTLA-4 or CD152), and the forkhead/winged helix transcription factor Foxp3, which is a key control gene in their development and function. Thus, natural Treg
cells are often defined as CD3\(^+\) CD4\(^+\) CD25\(^+\) FoxP3\(^+\) cells. More recent studies demonstrated that Treg cells also express a low level of CD127 (IL-7 receptor) and are negative for CD49d (\(\alpha\)-chain of intergrin VLA-4; \(\alpha^4\)\(\beta^1\)). In addition to CD3\(^+\) CD4\(^+\) CD25\(^+\) Foxp3\(^+\) Treg cells, other T-cells also possess regulatory activity. Most of these cells, which include IL-10–secreting T regulatory type 1 (Tr1) cells, TGF\(\beta\)-secreting T helper 3 (Th3) cells, and certain CD4\(^-\) CD8\(^-\) T cells and CD8\(^+\) CD28\(^-\) T cells, are adaptively regulatory: that is, they acquire regulatory functions following specific antigenic stimulation in particular cytokine milieus. They therefore contrast with the naturally occurring CD4\(^+\) Foxp3\(^+\) Treg cells, most of which are developmentally determined in the thymus as a distinct T-cell subpopulation that is specialized for suppressive function.
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2.1 INTRODUCTION

The gut-associated lymphoid tissue, or GALT, comprises the largest immune organ in the mammal and functions as part of both the adaptive and innate arms of the immune system. Since it is the primary interface between the host and outside world, and it is continually exposed to the intestinal microbiota and to food antigens, it must make essential decisions regarding effector function and tolerance to maintain the health of the host.1 As the primary site of antigen exposure, it also forms the first line of defense against invading pathogens. Tight cell junction (TCJ) proteins hold the cells of the epithelial layer together. TCJs include zonula occludens (ZO)-1, which control the permeability of the intestinal barrier. A layer of glycoprotein, called mucin, protects the epithelium. Goblet cells within the capillary endothelium secrete mucin.2 GALT has a critical role in the development of systemic immunity and functions as an inductor site to other effector prime naïve T- and B-lymphocytes that develop into effector cells. These activated cells then migrate to effector sites throughout the host to protect against immune challenge.

2.2 INDUCTOR SITES

GALT is composed of several areas of organized secondary lymphoid architecture called Peyer’s patches (PPs), isolated lymphoid follicles (ILFs), and mesenteric lymph nodes (MLNs), and these primarily function as inductor sites (Figure 2.1). At these sites, professional antigen presenting cells, including dendritic cells (DCs), prime naïve T-cells, and T-cells, induce B-cell clonal expansion and IgA class switching in an antigen-specific manner. Once activated, T-cells and B-cells migrate to effector sites throughout the host, but primarily to more diffuse areas within the intestinal lamina propria where they exhibit the effector or suppressor function.3
2.2.1 Peyer’s Patches

The first detailed description of Peyer’s patches was by Johann Conrad Peyer in 1677. He defined them as aggregated, oval areas of lymphoid follicles located along the antimesenteric side of the gut and curbed by follicle-associated epithelium (FAE). This specialized epithelium contains microfold cells (M-cells) through which intact luminal antigen is transported to the underlying immune cells. In order to aid this translocation, the subepithelial myofibroblast sheath is absent from the FAE, glycosylation patterns of the brush border glycocalyx are altered, mucus production is low, and the basal lamina is considerably more porous than elsewhere in the gut. The number of PPs varies according to species, and humans exhibit a great deal of individual variation. However, more than half of the approximately 250 PPs are contained within the distal ileum, and in humans the number peaks between 15 and 25 years of age before declining with the age of the host. During fetal development localized mesenchymal organizing centers composed of various chemokines and chemokine receptors initiate PP development by recruiting a specialized CD4+ T-cell subset to the locale. These lymphocyte tissue inducer (LTi) CD4+ cells promote a cascade of lymphotoxin alpha/beta heterodimer (LTα/β) receptor-dependent events, which result in upregulation of the integrins intercellular adhesion molecule-1 (ICAM-1) and vascular cell adhesion molecule (VCAM-1) on any stromal cells nearby. Consequently, positive feedback recruits both T-cells and B-cells to the area, as well as LTi cells. The cell clusters then reorganize to form the early PPs. These rudimentary PPs contain distinct corpora of T-cells and B-cells, but are void of germinal centers, which develop rapidly in response to antigenic stimulation following birth and continue to expand until around 35 years. During this early stage, the number of resident B-cells and T-cells expands to fill the available space and become the T-cell zones and germinal centers at the core of each follicle, thus generating the distinctive domed appearance of PPs. It is these germinal centers that promote the T-cell–B-cell interactions necessary for the diversification of immunoglobulin genes through class-switch DNA recombination and somatic hypermutation. The process is facilitated by the plentiful supply of the IgA-inducing cytokine transforming growth factor beta (TGF-β) within PPs. The expansion of IgA-expressing B-cell populations and their differentiation into IgA-secreting plasma cells is then...
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promoted by the abundance of interleukin-4 (IL-4), IL-6, and IL-10 within the microenvironment.\textsuperscript{13} With age, the proliferative capacity of lymphocytes within the PPs declines, and the number of T-cells in the interfollicular and parafollicular regions,\textsuperscript{14} and Ig-A plasma cells,\textsuperscript{15} start to fall.

\subsection{2.2.2 Isolated Lymphoid Follicles}

Isolated lymphoid follicles (ILFs) are small B-cell-rich areas of lymphoid tissue dispersed throughout the small and large intestine. In contrast to the PPs and MLNs, which are present at birth in nascent form, ILFs develop postnatally in response to stimulation from the intestinal microbiota, also in a LT\alpha\beta2-LTbR–dependent manner,\textsuperscript{16} and in adults their numbers increase distally as the concentration of the microbiota intensifies.\textsuperscript{17} Cryptopatch precursors, which contain small numbers of B220\textsuperscript{+} B-cells, CD3\textsuperscript{+} T-cells, and CD11c\textsuperscript{+} DCs, initiate ILFs. Like PPs, ILFs develop following the recruitment of LTi cells to the area\textsuperscript{18} and contain CD4\textsuperscript{+} T-cells, macrophages, and other DC phenotypes, but in much lower numbers than in PPs.\textsuperscript{19} As development continues, further B-cells are recruited to create the germinal centers and architecture forms, which is reminiscent of that seen in PPs, including the presence of M-cells.\textsuperscript{20} It is this architecture which suggests that ILFs are inducer as opposed to effector sites. There is evidence to suggest that as well as being the precursors to ILFs, intestinal cryptopatches are also the primary site of the development of progenitor T9-cells for extrathymic descendents, which later migrate to the intraepithelial leukocyte (IEL) compartments.\textsuperscript{21}

\subsection{2.2.3 Mesenteric Lymph Nodes}

Professional antigen-presenting cells, particularly DCs, sequester antigen that enters the PPs and ILFs through M-cells. The antigen-presenting cells then migrate via the lymph to the MLNs and subsequently drain the PPs and ILFs, where they educate naive T-cells. MLNs are the interface between the gut and the peripheral immune system and first appear during fetal development in much the same way as PPs.\textsuperscript{9} The well-defined architecture of the MLNs consists of multiple, distinct masses of fibrovascular tissue surrounded by lymph-filled sinuses enclosed by a capsule.\textsuperscript{22} The cortical region contains mainly B-cells, but also macrophages and FDCs, arranged into densely packed lymphoid follicles. A deep paracortical region contains mainly T-cells and DCs, while the medullary region contains cellular cords of macrophages and plasma cells. A constant stream of lymph travels from the gut to the subcapsular sinus over each lobule of the MLNs via a single afferent lymphatic vessel. Lymph then spreads throughout the apex of the lobule and flows down the sides through transverse sinuses and into the medullary sinuses.\textsuperscript{23} Lymph drains from all the lobules into a single efferent lymphatic vessel that exits the node at the hilus and carries the lymph, which now contains immune cells and secreted immunoglobulins, to the venous blood system.\textsuperscript{24} Each lobule is potentially exposed to different antigens, APCs, and inflammatory mediators because each afferent vessel drains from a different point in the gut. As a result, diverse levels of immunological activity can occur within each lobule of the same lymph node, which gives rise to their irregular appearance.\textsuperscript{25}

As well as being the major site of lymphocyte activation, MLNs are also the location where lymphocytes are primed to express surface molecules, which drive gut-specific homing. These molecules, specifically CCR9 and the integrin α4β7, facilitate cell entry into effector sites where they undergo further maturation and differentiation.

\subsection{2.3 Effector Sites}

Once APCs have interacted with naive lymphocytes in the PPs, ILFs, and MLNs, the now primed cells migrate through the periphery and other effector sites before the majority home to the LP and epithelium of the gut mucosa. These are the primary effector sites of the GALT since most cells that enter are antigen mature, phenotypic memory cells that are primed to respond to foreign antigens.
The LP is composed of CD4+ T-helper cells (50%), cytotoxic CD8+ T-cells (30%), DC subsets, macrophages, and IgA-plasma cells, but also contains some IgG- and IgM-plasma cells and many small groups of specialized immune cells, which are less well characterized. The epithelial layer contains dispersed intraepithelial leukocytes (IELs), a large population of mainly CD8+CD45RO+ (activated) cells, which are functionally distinct from other peripheral T-cells. This population varies between species and disease states, but IELs are relatively abundant, with approximately one lymphocyte for every five epithelial cells. These cells express the integrin αEβ7, which is important in sequestering them within the epithelium, and also generally express either αβ T-cell receptors and drive IgA synthesis, or γδ T-cell receptors and appear to be involved in both active immune responses and tolerance.

2.3.1 IMMUNOGLOBULIN A

A primary characteristic of the intestinal humoral immune system is immunoglobulin A (IgA), which is secreted by IgA-plasmoblasts and serves as a component of the first line of defense against intestinal pathogens. It is the most abundant immunoglobulin in the mammalian intestine, and several grams are secreted daily into the gut lumen. IgA functions primarily by blocking toxins and pathogens from adhering to the intestinal epithelium by direct recognition of receptor-binding domains. Indeed a deficiency in IgA synthesis, caused by impaired B-cell development or poor B-cell response to T-cell signals, results in frequent intestinal infections. IgA is a dimer bound by a J-chain and attached to an epithelial cell membrane receptor, the secretory component (SC). Once the plasma cells have migrated to an effector site, the SC functions to allow IgA to transverse the mucosal epithelium via the polymeric Ig receptor (pIgR) and enter the gut lumen, thus becoming secretory IgA (SIgA). Once within the intestinal lumen, in addition to its neutralizing effects, IgA appears to eliminate bacterial pathogens through a series of actions including agglutination, entrapment in the mucus, and clearance through peristalsis. IgA-mediated cross-linking through polyvalent surface antigens results in the formation of macroscopic clumps of bacteria in a process called agglutination. This process facilitates the removal of the pathogens by host peristalsis. Although agglutination is not thought to have a direct detrimental effect on virulence, recent evidence suggests that some agglutinating antibodies may have immediate effects on bacterial-membrane integrity and gene expression, depending on the specific epitope recognized. IgA has the capacity to entrap bacterial pathogens in the mucus layer overlying intestinal epithelia in vitro in both mouse and rabbit model systems. This activity was enhanced by the presence of SC because the oligosaccharide side chains associated with mucus. However, the molecular composition of mucus is complex, and the specific molecular interactions involved remain to be defined. In specific cases, the binding of IgA to the O antigen of some bacterial species has been demonstrated to directly affect the bacterial type 3 secretion systems necessary for entry into intestinal epithelial cells. In addition, IgA binding also resulted in a partial reduction in the bacterial membrane potential and intracellular ATP levels. Although IgA has been shown to exhibit quenching capacity in the above studies, it is unclear to what extent immune exclusion contributes to protective immunity outside model systems, especially with regard to viral agents.

2.4 ORAL TOLERANCE

Innocuous antigens, such as food proteins and molecular components of the commensal bacteria, constantly stimulate the intestinal immune system. It is essential that these immune responses are either tolerogenic or anergic in nature to prevent the development of acute inflammation. Failure to induce tolerance against the intestinal microbiota can trigger inflammatory bowel diseases including...
ulcerative colitis and Crohn’s disease, while generating protective immunity against food protein results in allergy and celiac disease. The process of negative selection eliminates developing self-reactive T-cells and B-cells from the repertoire. In addition, high-affinity self-reactive T-cells that escape this process often become natural regulatory T-cells (T-regs) with suppressor function. However, both these processes require that the specific antigen to which the T-cells are responding is expressed thymically. Since most antigenic exposure in the gut originates orally, or from the microbiota, thymic expression does not occur, and an additional level of tolerance induction is required.

Oral tolerance describes the process by which active immune responses to orally administered antigen are suppressed. The generation of oral tolerance is complex and the mechanisms are not fully understood. However, in humans it appears to be initiated, in part, by a population of specialized DCs expressing CD103 surface molecules located in the intestinal LP. Following migration to the MLNs, these DCs have a unique capacity to induce the expression of the surface molecules on T-cells necessary for intestinal homing (CCR9 and α4β7), and strongly promote the induction of IL-10–secreting T-regs expressing the transcription factor forkhead box p3 (Foxp3). Both these functions are dependent on dietary retinoic acid, a cofactor for TGF-β, which is essential for the differentiation of naive CD4+ T-cells into Foxp3+ T-regs. Upon returning to the LP Foxp3+ T-regs, which now have the capacity to suppress active immune responses in an antigen-specific manner, undergo secondary expansion and promote immune homeostasis. It is thought that this secondary expansion may be driven by DC-like cells within the LP which express the chemokine receptor CX3CR. These cells are loaded with antigen, but do not migrate to MLNs and do not have naive T-cell priming capacity. They appear to sample antigen directly from the lumen without disrupting intestinal integrity through the production of transepithelial dendrites. As mentioned above, a subpopulation of CD8+ IELs could also play a crucial role in oral tolerance induction. In both in vivo and in vitro mouse models, loss of function, or total abolition of these γδT-cells, can result in failure to generate oral tolerance and even the loss of established tolerance. Moreover, oral tolerance to specific antigens can be generated in naive recipients through adoptive transfer of splenic γδT-cells from tolerant mice. However, these poorly understood cells defined loosely by their γδ receptor (as opposed to αβ) also appear to have a major role in protecting the host against pathogens through the spontaneous production of the inflammatory cytokines interferon gamma (IFN-γ) and IL-17 and the induction of IgE secretion from plasmoblasts, and can also trigger lysis in infected cells. Since these initial findings, it has become apparent that γδT-cell is an umbrella term describing a unique group of divergent cells that seem to bridge the gap between innate and adaptive immunity during both homeostatic and infection conditions, and that more evidence is required to understand the mechanisms of their contribution to oral tolerance.

Oral tolerance thus far has described processes that originate in effector sites. However, orally administered inert particles appear to localize preferentially to the organized tissues of the GALT rather than the villous LP. The role of M-cell–mediated antigen uptake in the generation of oral tolerance is not clear. On the one hand, the development of oral tolerance can be reduced by inhibiting PP development during gestation, while on the other hand, tolerance can be induced in spliced-out intestinal loops irrespective of the presence of PPs. Moreover, specifically targeting M-cell facilitated uptake of ovalbumin (OVA) can induce tolerance through increased production of TGF-β1 and IL-10 from a considerably increased population of OVA-specific Foxp3+ Tregs. To add to the uncertainty encompassing the mechanisms behind oral tolerance, it appears the dose and timing of the initial exposure to orally derived antigen is pivotal to its development. A single dose of antigen can produce lymphocyte anergy in a mouse model, while continuous low-dose exposure has been shown to drive the differentiation of activated T-cells towards a regulatory phenotype. However, in a rat model, a daily dose of OVA administered by gavage resulted in the production of OVA-specific IgG and IgE, and delayed-type hypersensitivity developed within 42 days. With regard to timing, oral tolerance can be generated by feeding mice antigen at 7–10 days, whereas feeding during the first few days of life induced allergic sensitization.
This is inconsistent with the results of epidemiological studies, which linked delayed introduction of wheat\textsuperscript{52} and peanuts\textsuperscript{53} with the increased prevalence of allergy to these specific antigens. There is currently insufficient high-quality evidence to support weaning strategies for potentially allergic foods, especially for high allergy risk infants, since results have been somewhat contradictory. However, emerging evidence is consistent with exposure to an adequate dose of antigen occurring during a critical window in early life being necessary to generate an immune system that responds appropriately to that food.\textsuperscript{54}

Tolerance to food proteins and tolerance to gut bacteria differ in the additional induction of systemic tolerance, and therefore probably occur through different mechanisms. Unresponsiveness to food proteins is thought to be induced primarily via the small intestine and in addition to local effects, this type of tolerance extends to the systemic immune system. However, unresponsiveness to gut bacteria appears colonic in origin and does not lead to attenuated systemic responses.\textsuperscript{20} On balance, gut homeostasis is fundamental to host health, and it is likely that it is not reliant on a single mechanism, rather a series of processes, and the weight of the contribution of each process to functioning oral tolerance may differ between individuals, strains, and species.

### 2.5 Antigen Presentation in Nonlymphoid Tissues

Prior to the appearance of the mammals, organized lymphoid structures including PPs and MLNs were effectively absent. This invites questions regarding where immune responses are initiated in fish, reptiles, and birds. In addition, do remnants of this ancient process still occur in mammals, and if so, do they have a significant role in immune development and function? A clue to extra-lymphoid tissue antigen presentation may lie with a subset of DCs isolated from human intestinal lamina propria that possess both macrophage and dendritic cell markers (CD14 and CD209 respectively). Under \textit{in vitro} conditions, these cells have the capacity to expand naive T-cell populations to the same extent as monocyte-derived DCs,\textsuperscript{55} which are known to activate naive T-cells in the MLNs. Similarly, a subpopulation of murine DCs which also express macrophage surface markers (F4/80) as well as DC markers (CD11c/CD11b) can induce naive T-cell differentiation towards inflammatory T-cell phenotypes (Th1 and Th17), and naive B-cells to become IgA-secreting plasma cells.\textsuperscript{56} In both these cases, although the DCs were isolated from the LP, it is unclear whether they acquired the ability to activate naive T-cells prior to the potential to migrate to the MLNs, or if this ability was an artefact of the \textit{in vitro} setting, or indeed if the main function of these unusual cells is to activate naive T-cells outside the organized lymphoid tissues.

Although much of the research focuses on professional antigen presentation by DCs, there is evidence for the importance of nonprofessional antigen presentation by stromal cells outside the lymph nodes in rodents, pigs, and humans.\textsuperscript{57–61} \textit{In vitro} experiments show that initial T-cell polarization in lymph nodes, which results in the expression of signature cytokines and transcription factors, can be reversed in response to conditions within the immediate environment.\textsuperscript{5} In addition, immature DCs isolated from jejunal LP in the pig are capable of triggering unprimed T-cell responses in addition to their phagocytotic activities.\textsuperscript{62} This is reflected \textit{in vivo} by the observation of preferential interactions between T-cells and several DC subsets in the jejunal mucosa in both pigs and mice. Capillary endothelium constitutively expresses MHCII molecules in both these species\textsuperscript{58,60} and of particular interest is the 3-way interactions that occur between T-cells, DCs, and capillary endothelial cells in the jejunal LP in neonates, but not in normal adult intestines.\textsuperscript{63} This may be because the neonatal immune system is poorly developed and the presence of organized lymphoid architecture is limited, or these interactions could be involved in driving tolerance, which is preferentially generated in the nonatal gut. Nonetheless, these findings do question whether the intestinal mucosa is limited to effector activity, and the importance of classical lymphoid tissue-limited naive T-cell activation during critical stages in the development of an effective immune system.
2.6 IMMUNE CELL TRAFFICKING

Complex signals present in both inductive and effector sites are essential in driving immune development and generating an appropriate balance between effector function and tolerance, thus avoiding the development of inflammatory and autoimmune diseases, and susceptibility to enteric infection. Since the activation of naive lymphocytes appears to occur primarily in organized lymphoid tissues, and effector function usually occurs at distant peripheral sites, cell trafficking and migration are clearly an essential component of appropriate immune function.

Initial understanding of the patterns of lymphocyte migration was established in rats and sheep. In these studies, naive T-cells appeared to drain from the MLN since they were found primarily in the efferent lymph, whereas memory T-cells appeared to drain to the MLN since they were found in the afferent lymph. Divergent pathways of lymphocyte migration were suggested, where naive T-cells are restricted to blood and lymph, while effector memory T-cells (T_{EM}), capable of rapid cytokine production and kinetics, can in addition migrate through nonlymphoid tissues. The expression of specific surface molecules by T_{EM} cells is thought to permit access to those nonlymphoid tissues that express the corresponding ligand. For example, under normal conditions, T_{EM} cells that express the chemokine receptor CCR9 and the integrin α4β7 have been shown to preferentially home to intestinal capillary endothelium, which expresses the corresponding ligands CCL25, and the mucosal addressin MAdCAM. Since these surface molecules are absent from naive T-cells, it has been suggested that they have no means by which to access nonlymphoid tissue. This paradigm of divergent migratory pathways of naive and T_{EM} cells was honed by the later discovery of high endothelial venules (HEVs). These are specialized postcapillary vessels found exclusively in lymph nodes and other secondary lymphoid tissues, which allow blood-borne naive T-cells to navigate the lymph node/efferent lymph/blood pathway. Molecules on the surface of naive T-cells, including CCR7 and CD62L, permit homing to HEVs, which express the corresponding ligands, peripheral lymph node addressin (PNAd), and CCL21, respectively. Since HEVs are absent from nonlymphoid tissues, it follows that naive T-cells are unable to transverse nonlymphoid endothelium and reside in or migrate through these tissues. Central memory T-cells (T_{CM}), with generally reduced functional capacity, appear to follow similar nonlymphoid tissue trafficking routes to naive T-cells since they also express the HEV-specific homing molecules CCR7 and CD62L at elevated levels.

Despite the paradigm of differential T-cell trafficking, it is becoming increasingly apparent that naive T-cells do access nonlymphoid tissues in numbers approaching those of T_{EM} cells. Studies in fetal sheep and mouse demonstrate that naive T-cells circulate throughout the nonlymphoid tissue, and this appears to be a function of the parenchymal tissue itself, as opposed to phenotypic or functional property of the naive T-cells. It would seem that the fetus is not a special case, and phenotypically naive CD8+ and CD4+ T-cells have been detected in the lungs of normal adult mice and rats respectively, and naive CD4+ T-cells have additionally been isolated from the thymic medulla of rats. Furthermore, naive CD4+ and CD8+ T-cells have been shown to reside in the human lung and in the aortic wall of mice, and naive CD8+ T-cells have also been identified in the mouse liver. Histological techniques were used to demonstrate that these naive T-cells were resident in the nonlymphoid tissues, and not simply blood-borne contaminants. The overall numbers of naive cells in these nonlymphoid tissues are on par with T_{EM} cell numbers, approximating 1.5% of the naive T-cell population, and therefore represent a significant reservoir. It is important to note that in all these cases, T-cell activation status was determined by phenotype and not function, and there is some evidence consistent with memory cells reverting to appear phenotypically naive, especially with regard to the expression of some surface molecules including CD44, CD62L, and the CD45 isoforms. However, other surface molecules which define the memory phenotype, including CD11a, are stable. For this reason, care should be taken while determining T-cell activation status if using phenotype alone due to the complexity of the issue, and multiple surface markers should be assessed. A further study took this point into consideration and isolated phenotypically and functionally naive CD4+ and CD8+ T-cells from...
various murine parenchymal tissues including the gut, brain, pancreas, lung, kidney, liver, skin, and testis, at numbers between 20% and 80% of the total T-cell population in these tissues. If, as the evidence suggests, naive T-cells are circulating throughout nonlymphoid tissues including the gut, the purpose remains a mystery.

2.7 THE INTESTINAL MICROBIOTA AND IMMUNE DEVELOPMENT

Until recently, most microbe-host studies have focused on pathogen-host interactions since these relationships often result in clear phenotypes and promote understanding of the pathogenesis of infectious disease. However, in recent years it has become increasingly apparent that the commensal microorganisms that reside in both the lumen and mucosa of the intestinal tract have more influence over host health and disease than previously thought. Consequently, the study of the intestinal microbiota and its interaction with the host is rapidly becoming an area of intense scrutiny. Bacteria are the predominant group within the microbiota, accounting for more than 100 different species and somewhere in the region of 1,000 times more genes than the human genome, thus providing enormous potential for host-microbe interactions. In addition, pathogens must outcompete the well-adapted and entrenched resident microbes for the resources available within metabolic and physical niches to colonize the gut and cause disease.

In addition to its crucial role in nutrient absorption and biosynthesis of vitamins and its influence in complex processes such as lipid and carbohydrate metabolism by the host, and tissue repair and angiogenesis, the gut microbiota has a direct role in the development and function of humoral and cellular immune systems. In turn, host immunity has evolved to maintain the symbiotic relationship in order to promote homeostasis. Evidence for the pivotal role of the gut microbiota in driving immune development is based on the study of germ-free (GF) animals, which have markedly altered gut morphology and physiology and fail to generate competent and effective immune defenses. Specifically, such animals present with underdeveloped PP, ILF, and MLN architecture at inductor sites, which encompass inadequate germinal centers containing considerably reduced APC, B-cell, and CD4+ and CD8+ T-cell populations. Additionally, the effector site LP contains limited numbers of myeloid and lymphoid cell phenotypes, especially IgA plasmablasts, and the generation of oral tolerance is variable. The fundamental role of the microbiota in immune development is demonstrated by the addition of microbes to previously germ-free animals in which immunity is restored, albeit in an anomalous manner. It appears that different bacterial members of the microbiota drive the expansion of specific arms of the immune system. For example, monocolonization of germ-free mice with segmented filamentous bacteria (SFB) has been demonstrated to increase IgA-plasmablast and lymphoid cell populations in both the ileal and caecal LP. Similarly, Bacteroides fragilis has been shown to induce anti-inflammatory cytokine production exclusively from an increased population of Foxp3+ Tregs. However, this is somewhat of an oversimplification and multifactorial disorders associated with immune dysregulation, including obesity, diabetes, and inflammatory bowel disease, often correlate with a shift in the microbial population as opposed to the presence or absence of a single species, although the direction of causality is not always clear. What is clear is that the pattern of colonization of bacterial species in the neonatal intestine represents a programming event that shapes the developing immune system and can therefore have long-term consequences for immune health. A range of noncommunicable twenty-first-century conditions, such as allergy and inflammation, can be traced back to early immune development, which was disrupted by alterations in the pattern of microbial colonization caused by, amongst other factors, early antibiotic use, caesarean delivery, and formula feeding. These early-life events have the potential to transform microbial allies into potential liabilities that stimulate an immune system that responds erroneously to harmless antigen while failing to protect against dangerous pathogens.
2.8 CONCLUSIONS

The gut-associated lymphoid system is the largest immune organ in the body and appears essential to both enteric and systemic protection against dangerous pathogens, while remaining tolerant to harmless antigens. It first appears during embryogenesis, but its expansion into a fully functioning protective immune system that responds appropriately to each encountered challenge occurs following birth and in response to antigenic stimulation, primarily from the intestinal microbiota but also from food antigens. The incidence of noncommunicable, allergic, and inflammatory diseases is rapidly increasing and current evidence suggests these conditions can originate from aberrant immune development in early life. However, developing effective preventative strategies to tackle these conditions will continue to present difficulties, while understanding of the fundamental mechanisms underlying effective gut-associated lymphoid system function remains limited.
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3.1 INTRODUCTION

Obesity is characterized by excessive adiposity resulting from prolonged positive energy balance due to consuming more calories than expended. Obesity is an increasingly prevalent problem with 13% of the worldwide population1,2 (35% in the United States) classified as obese in 2014. Most individuals now live in countries where obesity is responsible for more deaths than underweight. This chapter will discuss the current literature on the impact of obesity on the immune system, both within the adipose tissue and systemically. It will discuss obesity’s interactions with specific diseases, chiefly influenza. Lastly, the chapter will explore the relatively new idea that obesity may have an infectious origin.

3.2 DIRECT EFFECTS OF OBESITY ON THE IMMUNE SYSTEM

3.2.1 ADIPOSE TISSUE AS AN IMMUNOMODULATORY ENDOCRINE ORGAN

An excess amount of adipose tissue characterizes obesity; the tissue is composed largely of adipocytes but also includes macrophages, lymphocytes, fibroblasts, and endothelial cells. Obesity occurs through a combination of increased adipocyte number and increased adipocyte size. Immune cell infiltration into adipose tissue is also increased in obesity, further adding to the adipose-tissue cell population. Many of the infiltrating immune cells have a proinflammatory phenotype, secreting cytokines that promote insulin resistance.3 Thus there is a link between adipose tissue inflammation and metabolic disturbances. Although the exact timing and series of events leading to adipose tissue
inflammation in obese humans is not known, work in animal models has demonstrated that, as fat deposition increases, neutrophils enter the adipose tissue first, followed by macrophages, and then T- and B-cells. How much of the inflammation is induced by feeding a high fat diet vs. the actual obesity is unresolved, although it is likely that both contribute to the inflammation. Indeed, mice that gain weight on a chow diet develop similar immune dysfunction (i.e., inflammation) compared with mice fed a high fat diet. In addition to increased cellular infiltrate into the adipose tissue in obesity, the phenotype of the immune cells alters. Macrophages of the M2 type (anti-inflammatory, tissue repairing) become more M1 like (proinflammatory). T-cells infiltrating the adipose tissue display activation markers, and regulatory T-cell populations increase within adipose tissue.

In addition to their role as a storage site for lipids, adipocytes secrete a variety of factors, termed adipokines, including leptin and adiponectin. Although leptin and adiponectin are primarily known for their roles in regulating food intake, body weight, and metabolism, it has recently become clear that they also play a role in regulation of T-cell function.

3.2.1.1 Leptin
Leptin is a 16 kD adipokine secreted directly in proportion to adipocyte mass, therefore increasing adiposity leads to increasing leptin levels. Leptin is a well-known regulator of food intake and energy expenditure, and more recently has received attention for its proinflammatory characteristics. Leptin concentration in the blood of healthy-weight adults typically ranges between 10 and 20 ng/mL and can fluctuate within this range based on food intake. In obesity, however, the greater mass of adipose tissue alters serum leptin levels. Studies show average leptin concentration to be more than 30 ng/mL in obese humans, and the concentration is less responsive to dietary fluctuations. Obese humans are in a constant state of hyperleptinemia. Hyperleptinemia promotes T-cell effector function while inhibiting T regulatory cell function, whereas absence of leptin prevents T-cell activation. B-cells live longer in the presence of leptin and are more resistant to apoptosis. Dendritic cells activate T-cells more strongly in the presence of leptin, and natural killer (NK) cells experience greater metabolism and are more cytotoxic with increasing leptin.

Leptin induces effects within a cell by binding to a specific cellular receptor, the OB-R leptin receptor, and transducing a signal into the cell through protein kinase and phosphatase cascades. Which cascades activate determines the cell's response to leptin; however, it is important to note that multiple isoforms of the OB receptor exist, each with specific effects. Expression of different OB receptors on different cell types allow each type to respond distinctly from others. There are six known isoforms including four short, cell-embedded isoforms (OB-Ra, OB-Rc, OB-Rd, and OB-Rf) and one long, cell-embedded isoform (OB-Rb), and even one that is not attached to the cell surface (OB-Re). The soluble OB-Re regulates circulating concentrations of leptin and cannot transduce signals into the cell. The short form leptin receptors are involved in leptin transport throughout the body, although researchers have observed some intracellular signaling from these isoforms. The long-chain OB-Rb is the primary receptor involved in signal transduction, thanks to an enlarged intracellular region of the protein which facilitates signal transduction through multiple kinase pathways reviewed in Allison and Myers.

OB-Rb appears not only on the cells of the hypothalamus involved in satiety signaling, but in multiple immune cell populations including T- and B-cells, dendritic cells, monocytes, neutrophils, macrophages, and NK cells. Given the wide variety of cell types that are responsive to leptin, it should come as no surprise that the effects of leptin signaling on different cell types vary. For this reason, researchers consider leptin’s function pleiotropic.

Regulatory T-cells (Tregs) express the OB-Rb receptor, and their activity is diminished by leptin signaling. Dendritic cells, monocytes, B-cells, and NK cells are all dependent upon leptin signaling for their formation prior to activation, and inflammatory conditions including obesity have been shown to divert production of some of these cell types from the bone marrow to the periphery. This shift in origin may lead to a shift in immune population favoring macrophages “primed” to become M1. While Tregs increase in number in adipose tissue, Treg frequency is reduced with leptin
concentration in humans with autoimmune diseases such as multiple sclerosis.\textsuperscript{17} The antiapoptotic effects of leptin observed in B-cells occurs similarly in neutrophils, albeit through different signaling cascades.\textsuperscript{18} Leptin can also alter the metabolism of macrophages, which will be discussed later.

### 3.2.1.2 Adiponectin

Adiponectin behaves in a manner opposite to leptin.\textsuperscript{19} Adipocytes also secrete it, but it is released during low-insulin, high-glucagon states such as fasting. Despite adipose tissue like leptin secreting it, adiponectin concentration significantly decreases in obese humans. Studies show healthy-weight humans have serum concentrations around 12 ng/mL, whereas in obese humans in the same study concentrations were closer to 4 ng/mL. Adiponectin triggers orexigenic pathways in the hypothalamus, inducing hunger and food-seeking behavior. It plays a role in generation of adipocytes, and can alter metabolism by decreasing gluconeogenesis and increasing glucose uptake. This alteration of metabolism may be involved in adiponectin’s ability to reverse insulin resistance in mice,\textsuperscript{19} an effect observed independently of obesity and weight loss.

Just as adiponectin’s function is opposed to leptin’s on satiety, they share an antagonistic relationship for several immune cell types. Interestingly, when at rest, only 1% of T-cells express adiponectin receptor (Adipo-R) on their surface, retaining the receptor in intracellular vesicles, where it is inactive.\textsuperscript{20} Upon activation, the Adipo-R migrates to the cell surface, allowing the T-cells to respond to adiponectin. When adiponectin signaling occurs, T-cell activity is dampened by enhancing apoptosis of T effector cells and inhibiting their proliferation.\textsuperscript{21} In contrast, 47% of B-cells, 93% of monocytes, and 21% of NK cells express Adipo-R on their surfaces.\textsuperscript{22} When stimulated through this receptor, B-cells secrete a soluble factor that impairs T-cell migration into inflamed tissues, further diminishing inflammatory responses.\textsuperscript{22} Monocytes undergo a greater degree of apoptosis, and secrete fewer proinflammatory cytokines when stimulated with adiponectin.\textsuperscript{23}

Given the general effects of adiponectin on immune cell types, adiponectin induces anti-inflammatory effects. It is important to note that, while many of these effects are in opposition to leptin, the balance struck between adiponectin and leptin in the behavior of the immune system is nonsymmetrical. Unlike a game of chess, where two identical but opposing forces vie for dominance, adiponectin and leptin each produce effects that counter each other in indirect ways. Whether this brings the immune system to a proinflammatory or anti-inflammatory state is dependent not only on the relative abundance of these adipokines, but on innumerable other factors including presence of infection, availability of metabolic substrate, and likely many others.

### 3.2.1.3 Other Adipokines

Adiponectin and leptin are far from the only adipokines secreted from adipose tissue, although they are the only ones regulated by energy balance. Proinflammatory adipokines including IL-6, MCP-1, chemerin, and TNF-\(\alpha\) are also produced by adipose tissue. While each of these is associated with obesity, IL-6 is very strongly correlated with obesity, and has a very important immunomodulatory role involving Tregs. Tregs are a special subset of T-cell that play an important anti-inflammatory role. A prolonged inflammation period induces Tregs, and the predominant cytokine causing their induction is TGF-\(\beta\). Following induction, Tregs will dampen inflammatory signals in other CD4\(^+\) T-cells (Th1, Th2, and Th17), suppressing the T-cell response. Many other immune cells, including B-cells, dendritic cells, and macrophages, depend upon T-cell signaling for their inflammatory response, placing Tregs at a crucial point in inflammation progression. In combination with the adipokine IL-6, naive T-cells exposed to TGF-\(\beta\) will undergo differentiation into the proinflammatory Th17 cell type, depriving the inflammation site of anti-inflammatory Tregs\textsuperscript{24} and adding to inflammation in a “1–2 punch.”

The adipokines MCP-1 and chemerin play important roles in monocyte recruitment to adipose tissue. MCP-1\textsuperscript{25} and chemerin\textsuperscript{26} are both associated positively with human obesity. Recruitment of monocytes is the first step of adipose-tissue macrophage generation. Adipose-tissue macrophages have a tremendous impact on the microenvironment of adipose tissue.
TNF-α is associated with obesity, although it is secreted from proinflammatory M1 macrophages resident in the adipose tissue. TNF-α stimulates phagocytosis, as well as M1 polarization and angiogenesis.

From leptin’s proinflammatory effects, to the lack of adiponectin to dampen inflammation, obesity triggers a proinflammatory cytokine secretion that results in a persistent low-grade inflammatory state. This long-term, chronic inflammatory state is thought to have a tremendous impact on the response to pathogens, although the precise mechanism remains to be determined. Leading theories on the interaction between inflammation and infection outcome include damage from an excessive immune response and a delayed immune response resulting in greater pathogen replication.

### 3.2.2 Innate Immune Cells: Local and Systemic Effects of Obesity

While the precise origin of obesity’s immunological consequences remains open to debate, researchers believe that cells of the innate immune system mediate physiological changes present in obesity. In the microenvironment of adipose tissue, macrophage infiltration and polarization to a proinflammatory subtype (M1 macrophage) is increased. It remains unclear whether increased presence of M1 macrophages is the cause, or merely a key step in the creation of the low-grade inflammation characteristic of metabolic syndrome. What is clear is the difference in macrophage phenotype. Lean adipose tissues include a relatively small number of anti-inflammatory M2 macrophages, which metabolize fatty acids and dampen immune activation through secretion of IL-10 and TGF-β. M2 macrophages tend to disperse throughout the adipose tissue, and may play a role in wound healing in the event of injury. However, the obese adipose environment recruits and polarizes M1 macrophages to five times the level of M2 macrophages in lean adipose tissue. M1 macrophages utilize glucose as their fuel source, and secrete proinflammatory molecules including TNF-α, IL-1β, and MCP-1. Using glucose as a fuel source allows M1 macrophages to generate greater amounts of energy without consuming as much oxygen, which may be necessary considering the way M1 macrophages distribute. Unlike M2 macrophages, M1 macrophages tend to cluster around a specific feature, called a crown-like structure (CLS). CLS are cellular, inflammatory hurricanes, the eye of which is a dying or dead adipocyte. Whether due to hypoxia, inflammation, or unmanageable hypertrophy, each dying adipocyte recruits dozens of M1 macrophages, which degrade the damaged cell and consume its fat content. The M1 macrophages that facilitate this process share many morphological characteristics with foam cells in atherosclerosis, and they contribute to inflammation in a similar feed-forward mechanism. To clear lipids from the dead adipocyte, M1 macrophages secrete fatty acids into the tissue surrounding the CLS. Paradoxically considering their fuel sources, this may then facilitate conversion of M2 macrophages to M1, further shifting the adipocyte macrophage population toward the M1 phenotype.

This shift in macrophage population is not without consequence. M2 macrophage secretion of IL-4 and IL-10 promotes insulin sensitivity in adipocytes, whereas TNF-α secretion by M1 macrophages acts locally, diminishing insulin sensitivity in adipocytes. In addition to its feed-forward loop role in recruiting monocytes, MCP-1 also acts to recruit other immune cells including neutrophils, basophils, and mast cells. While these effects are pronounced within the adipose tissue, many of the adipokines generated have systemic effects when they leave the adipose tissue. As previously discussed, leptin and adiponectin’s endocrine have an effect on satiety, but TNF-α and IL-6 also escape adipose tissue into the bloodstream, contributing to systemic insulin resistance.

### 3.2.3 Adaptive Immunity: Local and Systemic Effects of Obesity

Cells from the adaptive immune system play roles in both lean and obese conditions. In lean adipose tissue, Th2 and Treg cells provide anti-inflammatory cytokine signals to infiltrating monocytes, promoting anti-inflammatory M2 cells. It is the action of these anti-inflammatory T-cells that maintains the inflammation-free environment of lean adipose tissue, which promotes insulin sensitivity.
and a healthy function of the endocrine organ. In obesity, however, Tregs and Th2 cells do not form as readily, and instead Th1, Th17, CD8+ T effector cells, and B-cells are the predominant adaptive immune cells, which give rise to M1 macrophage polarization, greater inflammation, and the pro-inflammatory state. While the mechanism of this transition from anti-inflammatory to proinflammatory adipose phenotype in obesity remains to be determined, the only question of the adaptive immunity’s role is whether it is the cause, or merely a significant contributor.

Both in adipose tissue and systemically, Th1 cells act in concert with macrophages and CD8 T-cells to combat intracellular bacteria and viruses, whereas Th2 cells promote B-cell, eosinophil, and mast cell activation, prompting a wide response to a wide array of extracellular pathogens including viruses, bacteria, and fungi. Th17 cells are proinflammatory and aid in clearing pathogens.

Obesity affects the adaptive immune system beyond its changes to the adipose tissue microenvironment as well, which may be attributable, in part, to nutrient availability. CD4+ T-cell subtypes Th1, Th2, and Th17 are glycolytic cell types, and increasing glucose availability causes greater T effector cell function.33 While each of these T-cell subtypes causes a distinct inflammatory response, together they all contribute to inflammation. Conversely, Treg cells depend on fatty acid oxidation for their metabolism, and do not increase their anti-inflammatory effects during increased glucose availability.34

Given T-cell function dependency upon glucose availability, it should come as no surprise that T-cell activation includes upregulation of glucose transporters. Specifically, T-cells will become insulin sensitive during activation, and use insulin signaling in a classical manner to activate the Glut-1 glucose transporter. Indeed, activated T-cells from hyperglycemic subjects produce greater levels of proinflammatory cytokines in vitro and in vivo. Insulin deficiency due to poor diet or genetic defect results in poor T-cell function, increasing susceptibility to infection.36 The extent this is attributable to insulin resistance remains unclear.

While relatively little has been characterized about B-cell metabolism and obesity, numerous studies have pointed to B-cell alterations related to obesity, including greater infiltration of mature, class-switched B-cells into visceral adipose tissue and increasing B-regulatory cell activity in obese mice reducing inflammation.37,39 It remains to be determined whether these are secondary effects from T-cell alterations, distinct effects brought on by obesity through B-cells directly, or a more complicated mechanism yet to be proposed.

3.3 Obesity and Infection

3.3.1 Viral Infection in Obesity

Researchers believe obesity has numerous synergistic interactions with viral infections. For example, hepatitis C infection combined with obesity induces a greater degree of hepatic steatosis;40 while both obesity and hepatitis C can cause steatosis on their own, the combined effect is more pronounced than either disease individually. In HIV infection, obesity has a complicated relationship with the associated disease AIDS. Prior to the advent of antiretroviral therapy (ART), which has effectively turned HIV infection from near-certain mortality into a serious, chronic, but survivable viral infection, obesity was associated with prolonged lifespan following HIV infection. As mentioned earlier, obesity can lead to greater numbers of CD4+ T helper cells, which are also the cells HIV targets and therefore become depleted during infection. Unsurprisingly, obesity is positively associated with CD4+ T-cell levels in HIV-infected adults. Before ART, this also meant greater longevity.41 However, ART has been shown to exacerbate dyslipidemia by damaging the mitochondria of adipocytes,42 leading to greater occurrence of atherosclerosis in HIV positive adults, especially obese adults.43 So while obesity may give some protections against HIV progression, it comes at a cost.

Obese humans are at a greater risk of hospitalization and death from influenza than healthy weight individuals,44 and there are many hypotheses for this phenomenon. Chronic inflammation
associated with obesity may delay the specific immune response, allowing the infection to become more virulent, or may cause the immune system to overreact to the infection and induce excessive tissue damage, paradoxically causing secondary infection and severe pneumonia. Or, there may be increased incidence of influenza infection in obese humans because of long-term, infection-preventing inflammation. Indeed, there is greater inflammation in lung tissues of obese mice infected with the influenza virus, attributable to diminished Treg activity and increased systemic levels of CD4+ T-cells. Additionally, despite generating a normal response to influenza vaccination initially, higher weight correlates with a greater decrease in antibody concentrations 1 year post-vaccination in humans, suggesting that although the immune system responds appropriately initially, it is unable to generate or maintain humoral memory toward influenza.

Influenza virus is not a single, immutable infectious agent: multiple strains that can infect humans do exist, and immunity—especially humoral immunity—to one strain may not equate to immunity to another due to differences in protein structure of the virus. Humoral immunity primarily targets external viral proteins, while T-cell immunity primarily responds to internal viral proteins, and proteins expressed during the virus’s intracellular replication phase. For this reason, T-cells can produce cross-reactive immunity, as, in contrast to external viral proteins, internal influenza viral proteins are similar among strains. However, after priming obese mice with an influenza H3N2 strain and then reinfecting with what would otherwise be a lethal dose of influenza pandemic H1N1, 25% of obese mice died, with survivors experiencing 10–100 times greater viral titers in lung tissue, as well as higher concentrations of pro-inflammatory cytokines. In contrast, 100% of lean mice survived. In humans, T-cells isolated from overweight and obese humans show diminished markers of activation, while dendritic cells express reduced MHC-II, the protein responsible for antigen presentation to T-cells. Despite these deficits in T-cell responses, following vaccination, obese adults produce an antibody response equivalent to healthy-weight adults, however the antibody response declines more rapidly.

Taken in sum, obesity exacerbates dyslipidemia associated with some infections, inhibits the immunologic memory response to infection, and contributes to a proinflammatory environment that licenses greater tissue damage from infection and inflammation.

3.3.2 Bacterial Infection in Obesity

Bacterial infections in the setting of obesity also alter in comparison with healthy weight. Periodontal disease is more common in obese subjects across a wide range of age groups, although the mechanism for this link is undetermined. While it is possible the immune alterations linked to obesity cause increased susceptibility to bacterial infections, it is equally plausible that differences in diet account for greater chance of infection. Another proposed mechanism for the link between periodontal disease and obesity relates to alterations in bone homeostasis during obesity. Periodontal disease is in part brought on by resorption of bone tissue in the alveolar spacing of the teeth (i.e., under the gums near the jawbone). Studies have shown this resorption to increase in obese animals, and to contribute to periodontal infection progression.

Another interesting finding is that obese, leptin-deficient mice are more susceptible to pneumococcal pneumonia; however, this effect is not observed in leptin-sufficient obese animals. While the specific mechanism remains to be determined, this may suggest that leptin may have lung-specific roles related to the immune response to pneumococcal pneumonia. This may be why obesity increases the severity of secondary bacterial infections, although there may be other factors involved as well.

In a surgical context, obesity and bacterial infection correlate, although to what extent this is an intrinsic characteristic of obesity remains hotly debated. Extrinsic factors explaining this correlation include increased hospital stays surrounding surgery, and longer hospital stays increase the risk of acquiring nosocomial infection. Intrinsic factors may also include the need for surgery: obese individuals are at greater risk for requiring cardiac, vascular, orthopedic, and gastrointestinal
surgery, and surgical site infection was not associated with obesity in at least one study on elective surgery.\(^{56}\) Perhaps it is that the severity of the underlying cause for hospitalization is greater in obese adults, and complications are more likely as a result.

3.4 THE INFECTIOUS ORIGIN OF OBESITY HYPOTHESIS

In 1988 canine distemper virus was found to have an interesting effect: it induced hyperinsulinemia\(^{57}\) and obesity following infection in mice. Since that study, research has revealed similar findings in at least four different viral infections and one prion disease, although none of them has been shown to have the same impact in humans. Nevertheless, infection as a cause of obesity is a novel hypothesis.

3.4.1 EVIDENCE SUPPORTING THE HYPOTHESIS

Human adenovirus 36 (Ad-36) is a virus capable of infecting humans, chickens, mice, and nonhuman primates, among other organisms. This class of virus transmits via respiratory, sexual, and fecal-oral contact. Scientists have detected the virus in human visceral adipose tissue, and others have shown a similar virus induces weight gain in mice.\(^{58}\) Additionally, researchers demonstrated epidemiological evidence that antibodies to Ad-36 were more prevalent in obese humans than in nonobese humans, correlating past exposure with current obesity.\(^{59}\) A separate study showed that antibodies to Ad-36 and Ad-31 were associated with greater adiposity and elevated serum lipids, while Ad-5 (as a control) was not.\(^{60,61}\) Yet another study found that this relationship had temporality, in that infection preceded the effects: a 10-year study assessing 1,400 Hispanic men and women found that subjects seropositive for Ad-36 at the start of the study had greater adiposity gain 10 years later than seronegative controls, although they also had better fasting glucose levels over time. These effects were modest, however, leading the authors to conclude that their study “strengthens the plausibility” that Ad-36 induces obesity and improves glycemic control, but is not a sole determiner of weight status.

3.4.2 ARGUMENTS AGAINST THE HYPOTHESIS

Association does not prove causation. Although researchers have observed correlative and temporal effects in humans, confounding factors may still explain these effects. Based on the current evidence, at best, we can conclude that Ad-36 infection is an independent risk factor for obesity. But the poor penetrance of obesity in Ad-36 seropositive subjects, combined with a current lack of proposed biological mechanism and lack of control for confounding contributors make this hypothesis too early to accept. Furthermore, doctors widely accept that obesity is a multifactorial state dependent upon caloric intake, genetics, activity, and a slew of other factors that contribute to weight status. Even if Ad-36 infection impacts obesity, the relative contribution of this infection may be insignificant or minor.

3.5 SUMMARY

While excess adipose tissue characterizes obesity, that definition alone does not begin to cover the depth of impact of this state. Obesity causes changes in adipose tissues’ endocrine behavior, chiefly increasing leptin and decreasing adiponectin output. In turn, this alters immune cell activity, contributing to a systemic, chronic, low-grade inflammatory state. Obesity shifts populations of immune cells to proinflammatory subtypes, and permits greater severity of certain viral infections. It increases the risk of bacterial infection following viral infection and following surgery, while decreasing the speed of recovery from these illnesses and procedures. As the average waistline of our world continues to grow, we will continue to see greater impacts of obesity on immunity and infection.
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4.1 INTRODUCTION

The last two decades have witnessed a dramatic change of paradigm in adipose tissue physiology, from the classic passive fat-storage depot to the current view of the complex endocrine and immune organ. Today, it is evident that adipose tissue plays a key role in the development of a vast group of metabolic and chronic diseases that go beyond obesity, including diabetes, cardiovascular disease, liver disease, systemic inflammation, respiratory disorders, and cancer. Given this, it is surprising that it took so long for researchers to realize that adipose tissue could not be a mere fat-storing depot. The status of energy reserves in an organism must be a fundamental limiting factor for
normal function of all the other bodily systems, particularly the most resource-consuming ones, like reproduction and immune defense. This alone would be enough to suggest the need for a network of communication between the adipose tissue and the rest of the organism, a network by which the adipose depots could inform the other organs of the availability of the resources required to perform their functions. It was not until the early 1990s that researchers discovered leptin (Zhang et al. 1994), but that discovery changed the understanding of adipose tissue and its function. Leptin is a hormone that can regulate fat stores and inform the hypothalamus of the state of such stores, and at the same time it can exert effects on other systems, modulating functions important for the survival of both the individual and the species. These realizations changed the focus of research on adipose tissue, resulting in the ongoing unraveling of a highly complex web of metabolic and endocrine functions and a fascinating network of communication between adipocytes and other cell types, tissues, and organs. This chapter presents an overview of adipose tissue as an immune organ, reviewing how the transition in our concept of adipose physiology occurred, and discussing the role of adipose tissue as part of the immune response and the presence and role of immune cells within adipose tissue. Finally, we will review the potential involvement of adipose tissue–resident immune cells in the etiopathology of certain chronic diseases.

4.2 ADIPOSE TISSUE AND THE IMMUNE SYSTEM: A COMMON DEVELOPMENTAL ORIGIN?

In a recent paper, van Niekerk and Engelbrecht (2015) presented the hypothesis that the evolutionary occurrence of adipose tissue was fundamental in the development of the adaptive (highly antigen-specific) immune response (see Table 4.1). The authors argued that this type of response is so energetically demanding that it could only be possible with the aid of associated specialized energy-providing cells (i.e., the adipocytes). Hence why, according to van Niekerk and Engelbrecht, this immune response has appeared, or succeeded, only in vertebrates but not in invertebrates (which, although able to store lipids, do not possess a specialized tissue for that purpose). The authors also reviewed how there is a location-specific functionality of adipose tissue, whereby depots associated with lymphoid tissue are unresponsive to fasting but sensitive to immune activation, implying that the primary function of these adipose depots would be to provide energy to meet the demands of an

<table>
<thead>
<tr>
<th>Immune Cell Type</th>
<th>Main Function</th>
<th>Type of Immune Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monocytes/Macrophages</td>
<td>Phagocytosis</td>
<td>Innate/Nonspecific</td>
</tr>
<tr>
<td>Mast</td>
<td>–</td>
<td>Innate/Nonspecific</td>
</tr>
<tr>
<td>Granulocytes</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Neutrophils</td>
<td>Phagocytosis</td>
<td>Innate/Nonspecific</td>
</tr>
<tr>
<td>Eosinophils</td>
<td>Exocytosis; defense against parasites</td>
<td>Innate/Nonspecific</td>
</tr>
<tr>
<td>Basophils</td>
<td>Exocytosis; allergic reactions</td>
<td>Innate/Nonspecific</td>
</tr>
<tr>
<td>Lymphocytes</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Natural killer (NK)</td>
<td>Cytotoxicity; defense against tumor cells</td>
<td>Innate/Nonspecific</td>
</tr>
<tr>
<td>T Helper (Th)</td>
<td>Production of cytokines; regulation of other immune cells’ functions</td>
<td>Adaptive/Specific</td>
</tr>
<tr>
<td>T Cytotoxic (Tc)</td>
<td>Cytotoxicity; defense against pathogens</td>
<td>Adaptive/Specific</td>
</tr>
<tr>
<td>T Regulatory (Treg)</td>
<td>Production of cytokines; regulation of other immune cells’ functions</td>
<td>Adaptive/Specific</td>
</tr>
<tr>
<td>B</td>
<td>Production of antibodies; defense against pathogens</td>
<td>Adaptive/Specific</td>
</tr>
</tbody>
</table>
immune response. Based on their own conclusions and those of other authors (in particular, Pond 2005), van Niekerk and Engelbrecht (2015) suggested that adipocytes could have evolved from providing specific support to immune cells to gradually acquiring a more sophisticated immune role themselves. This is coherent with the idea of a common evolutionary origin for immune cells and adipocytes.

There is evidence that adipocyte precursors, or preadipocytes, can originate in bone marrow like immune cells and then migrate to adipose tissue (Crossno et al. 2006, as cited by Dani and Billon 2012). Also, a hematopoietic origin has been proposed where preadipocytes and adipocytes would derive from macrophage progenitors. Very interestingly, these origins may not apply to all adipocytes in adipose tissue, but only to restricted populations that would present a more inflammatory profile than adipose-derived ones (Cousin et al. 1999; Sera et al. 2009; Majka et al. 2010, as cited by Dani and Billon 2012).

4.3 ADIPOSE CELLS CAN BEHAVE LIKE IMMUNE CELLS

Later in the chapter, we will discuss the cross-talk between adipose and immune cells and how each cell type can modulate the other through paracrine messengers. Before that, it is worth briefly addressing a fascinating aspect of adipose cells, which supports the idea of a common developmental origin with immune cells. Direct immune actions have been described for both preadipocytes and adipocytes. Researchers acknowledged these actions firstly and primarily for preadipocytes, revealing that preadipocytes could exert phagocytic activity, and that preadipocytes lost this activity once they differentiated into adipocytes (Cousin et al. 1999). Furthermore, preadipocytes could differentiate into macrophage-like cells, and so become part of the innate immune response (Schäffler et al. 2007). Studies describe immune-like phenotypes for adipocytes: both preadipocytes and adipocytes express a family of membrane receptors typical of macrophages, known as toll-like receptors (TLRs) (Pietsch et al. 2006). Their main function is pattern recognition and the subsequent initiation of the inflammatory response, but some of these TLRs can modulate adipose function; for example, stimulation of TLR2 inhibits differentiation of preadipocytes into adipocytes (Pevsner-Fischer et al. 2007). Also, both preadipocytes and adipocytes can respond to lipopolysaccharide (LPS)-mediated stimulation of TLR4, and do so by releasing proinflammatory cytokines. Similarly, lactate stimulation of preadipocytes, alone or in combination with LPS, can also result in secretion of proinflammatory signals (Pérez de Heredia et al. 2010), and TLR4 could mediate this response, as observed in macrophages (Samuvel et al. 2009). This inflammatory activity in response to TLR4 ligands is enhanced in preadipocytes compared to adipocytes (Poulain-Godefroy and Froguel 2007; Pérez de Heredia et al. 2010). Finally, some studies have highlighted the importance of macrophage TLR4 in mediating insulin resistance in adipose tissue (Schäffler et al. 2007), and it could be hypothesized that a similar process might take place in preadipocytes.

In addition, adipocytes express molecules of other components of the innate immune response—specifically, of the complement system and the family of tumor necrosis factor (TNF) ligands; these molecules are collectively known as the C1q- and TNF-related protein (CTRP) superfamily. Furthermore, adiponectin, one of the most important adipokines, shares a high degree of structural similarity with the CTRP superfamily, both at the gene and protein levels (Schäffler et al. 2007).

The expression of these proteins in preadipocytes and adipocytes is a strong argument in favor of considering adipose tissue as an immune organ and a very important part of the innate immune system, due to its potential capacity to respond to microbial antigens. But recent evidence reinforces this view: adipocytes can secrete antimicrobial substances directly in response to bacterial infections (Zhang et al. 2015).

This body of evidence suggests that specific activation of adipocytes and preadipocytes under conditions of adipose tissue stress could also cause metabolic alterations usually observed following infectious states, such as insulin resistance and elevated levels of free fatty acids.
4.4 ADIPOSE TISSUE IS POPULATED BY IMMUNE CELLS

Studies have identified many types of immune cells, belonging to both the innate and the adaptive immune responses, within adipose tissue (Grant and Dixit 2015). Those involved in innate immunity include macrophages, neutrophils, eosinophils, mast cells, and natural killer (NK) cells, and those involved in the adaptive immunity are B-cells and T-cells (Table 4.1).

Weisberg et al. (2003) reported macrophages as the most abundant immune cells present in adipose tissue. Although we have discussed the similarities between macrophages and adipocytes, and we have raised the capacity of preadipocytes to differentiate into macrophages, these cell types are distinct. Studies using bone marrow chimeric mice demonstrated that macrophages found in adipose tissue were primarily derived from bone marrow, indicating that they originated from circulating monocytes infiltrating adipose tissue (Weisberg et al. 2003). However, there is also evidence of macrophages transdifferentiated locally from preadipocytes and mesenchymal stem cells in adipose tissue (Schäffler et al. 2007). Lymphocytes constitute another important adipose-tissue resident immune cell population. Caspar-Bauguil et al. (2005) characterized the lymphocyte population in adipose tissue of lean and obese mice, and found that lymphocytes comprised up to 10% of the stromal-vascular fraction of the subcutaneous inguinal and the visceral epididymal depots. B- and T-cells were more abundant in subcutaneous adipose tissue (SAT), while NK and NKT cells were more abundant in the visceral depot (VAT). They also found a higher proportion of γδ-T cells, which are a more primitive type of T lymphocytes. These findings led the authors to suggest that white adipose tissue had the profile of an ancestral immune organ when compared to blood and lymph nodes, and that it could represent a link between the innate and the adaptive immune systems (Caspar-Bauguil et al. 2005), in agreement with the evolutionary hypotheses presented at the beginning of this chapter.

4.5 ADIPOKINE REGULATION OF IMMUNE FUNCTION

Since the discovery of adipose tissue as an active endocrine organ, studies have revealed a vast number of bioactive molecules produced by it. Over the past few years no less than 600 molecules have been recognized as adipokines (Lehr et al. 2012). Adipokines play specific roles in a diverse range of biological processes, including the immune response (Fasshauer and Blüher 2015), control of immune cell migration into adipose tissue, and induction of an inflammatory response. While this is the case for cytokines and chemokines such as interleukin (IL)-6, TNF-α, and monocyte chemoattractant protein (MCP)-1 (Schäffler et al. 2007; Kloting and Blüher 2014), traditional adipokines like leptin, adiponectin, and resistin also have important immunomodulatory actions.

4.5.1 LEPTIN

Although the primary role of leptin is the regulation of body weight through control of appetite and energy expenditure, it has been demonstrated that this adipokine has an important role in innate and adaptive immunity (Sánchez-Margalet et al. 2003). Studies have shown that leptin acts as a proinflammatory cytokine. It stimulates the innate immune response by promoting the production of IL-1, IL-6, IL-12, and TNF-α, and it also activates neutrophil chemotaxis, to stimulate the production of reactive oxygen species (ROS) and to promote the activation of phagocytosis by macrophages and their secretion of mediators like leukotriene B₄ (LTB₄), cyclooxygenase 2 (COX2), and nitric oxide (Zhao et al. 2003). Leptin has been characterized as a recruiter of immune cells into adipose tissue. Bartra et al. (2010) have identified the long leptin receptor isoform (LepRb) on most immune cells including monocytes and macrophages; it is responsible for leptin's physiological activities. Leptin deficient (ob/ob) and leptin-receptor deficient (db/db) mice display reduced macrophage infiltration and inflammatory gene expression in adipose tissue, regardless of increased weight gain and adiposity (Xu et al. 2003). Additionally, Curat et al. (2004) have shown that high concentrations of leptin can increase endothelial cell adhesion molecule expression and promote macrophage adherence. Leptin
is also necessary for the normal development and cytotoxic function of NK cells (Tian et al. 2002; Wrann et al. 2012). This is supported by the observation that mice that are leptin receptor–deficient, present impaired NK cell development (Zhao et al. 2003).

### 4.5.2 Adiponectin

Adiponectin is an adipocyte-specific adipokine, the levels of which decrease in obesity (Maeda et al. 2002), and which is capable of exerting anti-inflammatory properties. It can modulate the function and phenotype of macrophages and thus play a critical role in chronic inflammation (Ouchi et al. 2001). Adiponectin can promote the macrophage phenotype linked with anti-inflammatory states, known as M2 type, stimulating the expression of M2 markers, including arginase-1 and IL-10 (Ohashi et al. 2010), and it can also suppress the production of interferon (IFN)-\(\gamma\) by LPS-stimulated macrophages (Wolf et al. 2004). Further to this, adiponectin can downregulate the activation of NK cells mediated by IL-2, through inhibition of the nuclear factor kappa beta (NF \(\kappa B\))–light chain enhancer. In addition, adiponectin activates adenosine monophosphate-activated protein kinase (AMPK), which also suppresses IL-2-enhanced NF-\(\kappa B\) activity and thus NK cytotoxicity (Kim et al. 2006).

### 4.5.3 TNF-\(\alpha\)

Tumor necrosis factor alpha (TNF-\(\alpha\)) is a cytokine with pleiotropic functions, regulating immune function, cell differentiation, proliferation, apoptosis, and energy metabolism, among others. Studies have shown TNF-\(\alpha\) to be highly expressed in adipose tissue, and therefore qualifies as an adipokine (Sopasakis et al. 2005). TNF-\(\alpha\) has proinflammatory effects on adipocytes through its promotion of increased leptin secretion (Trujillo et al. 2006) and an inverse relation with adiponectin (Maeda et al. 2002). Further to this, TNF-\(\alpha\) modulates the secretion of other proinflammatory adipokines such as MCP-1 and IL-6 (Cawthorn and Sethi 2008).

### 4.5.4 IL-1\(\beta\)

IL-1\(\beta\) is another proinflammatory cytokine produced by immune cells, but also secreted from adipose tissue. It has been suggested that its presence in this tissue could contribute to defense against infection or injury (Fernandez-Real and Ricart 1999; Klein et al. 2007). There seems to be a connection between lipogenesis in macrophages and IL-1\(\beta\) production, as evidenced by the observation that cells from mice lacking the sterol-regulatory element-binding protein-1a (SREBP-1a), and therefore unable to activate lipogenesis, failed to release IL-1\(\beta\) after an LPS challenge; this suggests a role for IL-1\(\beta\) as a mediator between lipid metabolism and the innate immune response (Im et al. 2011).

### 4.5.5 IL-6

Fain et al. (2004) have shown adipose tissue of obese subjects to produce large amounts of IL-6, likely contributing to its elevated circulating levels. IL-6 has been shown to exert both pro- and anti-inflammatory actions. On the one hand, it stimulates neutrophil proliferation and the differentiation of T helper cells, and inhibits regulatory T-cell (Treg) differentiation (Covarrubias and Horng 2014); on the other hand, Mauer et al. (2014) found that IL-6 is a critical instigator of M2 polarization of macrophages, therefore presenting an important inflammation-limiting role.

### 4.5.6 Proteins of the Complement System

The complement system is part of the innate immune response, and consists of the sequential activation of enzymes and factors, resulting in the formation of the membrane attack complex—a structure that opens pores in the membrane of the target cell, leading to its destruction. Studies have found
adipose tissue expresses at least three members of the complement system. Adipsin is expressed by adipocytes in mice and by adipocytes and monocytes in humans (White et al. 1992; Gabrielsson et al. 2003). It is identical to the complement factor D (Choy et al. 1992), one of the enzymes of the alternative pathway of complement activation. In addition, adipose tissue expresses the proteins C3 and complement factor B (Choy et al. 1992). Deleting and/or blocking C3a activity seems to confer protection against obesity, adipose tissue inflammation, and insulin resistance (Mamane et al. 2009; Lim et al. 2013).

4.5.7 Chemerin

Chemerin regulates the chemotaxis and activation of dendritic cells and macrophages (Wittamer et al. 2003). In adipose tissue, it can also regulate the differentiation of adipocytes in an autocrine/paracrine manner and modulate the expression of genes involved in the metabolism of lipids and glucose (Bozaoglu et al. 2007; Goralski et al. 2007), in lipogenesis (Huang et al. 2010), and in insulin signaling (Takahashi et al. 2008). Studies in humans have found that circulating levels of chemerin are associated with body mass index (BMI), serum triglycerides, and blood pressure (Bozaoglu et al. 2007; Goralski et al. 2007), and with TNF-α, IL-6, and C-reactive protein (CRP) (Lehrke et al. 2009; Weigert et al. 2010).

4.5.8 Omentin

Omentin was first identified in adipose tissue in 2005 (Schäffler et al. 2005), and is expressed by the stromal fraction of the visceral depot (Yang et al. 2006). Its expression is inversely associated with obesity and insulin resistance (Tan et al. 2010; Sitticharoon et al. 2014), whereas its circulating levels are negatively correlated with BMI, CRP, insulin, LDL-cholesterol, triglycerides, and leptin, but positively with HDL-cholesterol (Urbanova et al. 2014). It has been suggested that omentin is an anti-inflammatory mediator that acts upon several signaling pathways, including those involving cyclooxygenase-2, AMPK, and endothelial nitric oxide synthase (Tan et al. 2010; Yamawaki et al. 2011).

4.6 Types and Roles of Adipose Tissue–Resident Immune Cells

As mentioned earlier, several types of immune cells have been reported to be present in adipose tissue, but not all of them are found at the same time or under the same conditions. Although immune cells are normal constituents of the stromal vascular (nonadipose) fraction of the tissue under physiological conditions, their numbers increase in response to challenges such as nutrient overload (e.g., during high-fat diets), obesity, or adipose tissue inflammation. Then, immune cells seem to infiltrate adipose tissue sequentially, promoting in turns the migration and activation of other type(s); the first to arrive would be neutrophils, followed by macrophages, and then lymphocytes (Grant and Dixit 2015). Cytokines and other bioactive molecules secreted by the different cell populations will continue stimulating each other’s migration and activation in a typical inflammatory loop.

4.6.1 Monocytes and Macrophages

Adipose tissue–resident macrophages can occur as a consequence of the greater survival and proliferation of this macrophage population, the inhibition of macrophage migration out of adipose tissue, or an increased trafficking of circulating monocytes toward adipose tissue (Bourlier and Bouloumie 2009). Their functions comprise a variety of roles, including scavenging cellular debris derived from apoptotic cells, regulating angiogenesis, and remodeling the extracellular matrix (Chawla et al. 2011). TNF-α secreted by adipose tissue macrophages inhibits preadipocyte differentiation
and stimulates lipolysis in adipocytes; in turn, saturated fatty acids released from adipocytes can activate macrophages through binding to TLR4 (Schäffler et al. 2007). This initiates an inflammatory feedback loop—normally in response to nutrient overload—that will ultimately lead to insulin resistance and impaired fat storage within adipose tissue. Under physiological conditions, adipose tissue–resident macrophages express IL-10, which is able to sustain insulin sensitivity through the suppression of proinflammatory mediators such as TNF-α (Lumeng et al. 2007). However, the situation is different in obesity; populations of adipose tissue macrophages in obese mice and humans are greater than in their lean counterparts (Weisberg et al. 2003; Xu et al. 2003). This increase in the population of macrophages within adipose tissue in obesity is a result of greater monocyte recruitment, which is initiated through the chemokine receptor pathways CCR2/CCL2, CCR1/CCL5, and others (Huber et al. 2008). Once in adipose tissue, monocytes differentiate into the classical forms of macrophages, M1 and M2, upon stimulation. The majority of macrophages resident in adipose tissue of lean individuals are M2, which express high levels of anti-inflammatory cytokines (Chawla et al. 2011). Macrophages of lean mice express the marker galactose/n-acetyl-galactosamine-specific lectin 1 (MGL1), and other characteristic genes such as ARG1, IL-10, and MGL2 (Lumeng et al. 2007), and are in the interstitial spaces between adipocytes (Lumeng et al. 2008). Alternatively, in obese mice and humans, most adipose tissue–resident macrophages are the phenotype M1, which secrete proinflammatory cytokines, leading to an inflammatory response in the adipose tissue and then to tissue destruction (Xu et al. 2003). In diet-induced obese mice, MGL1−CCR2+ (M1) macrophages accumulate in clusters surrounding necrotic adipocytes (Lumeng et al. 2008). IFN-γ and LPS cause the polarization of macrophages in obese individuals toward the proinflammatory phenotype M1 (Mathis 2013), but it can also originate at the recruitment of monocytes into adipose tissue (Westcott et al. 2009). In mice, the monocytes normally recruited to a site of inflammation are \( \frac{7}{4}^{\text{hi}} \) CCR2+ Ly-6Chi CX3CR1lo, and turn into classically activated M1 macrophages (Gordon 2007), whereas those monocytes responsible for patrolling noninflamed tissue are \( \frac{7}{4}^{\text{mid}} \) CCR2+ Ly-6Clo CX3CR1hi, and will become the adipose tissue–resident M2 macrophages under normal conditions. The presence of \( \frac{7}{4}^{\text{hi}} \) monocytes is increased in obesity, suggesting that they may be specific mediators of the associated inflammation (Westcott et al. 2009).

### 4.6.2 Mast Cells

Mast cells are phenotypically and functionally versatile cells. Mature mast cells are found in connective and mucosal tissues, where they inform the immune system of infection or injury. Their cytoplasmic granules contain mediators such as histamine, serotonin, heparin, serine proteases, eicosanoids, and cytokines, which the granules release upon activation, promoting the recruitment of inflammatory cells to the site (Mathis 2013). Mast cells also release large amounts of IL-6, IL-8, TNF-α, and growth factors (Theoharides et al. 2007). Through the expression of IL-6 and IFN-γ, adipose tissue–resident mast cells can promote angiogenesis (Lui et al. 2009); induction of angiogenesis is part of the local inflammatory response associated with adipose tissue hypertrophy (reviewed in Pérez de Heredia et al. 2012). The presence of mast cells is higher in subcutaneous adipose tissue than in the visceral, at least in mice (Altintas et al. 2011). The reason for this could be the closer proximity of subcutaneous fat to the skin; mast cells would provide support to the skin’s immune system, and/or contribute to neutralize inflammatory signals present in the microenvironment (Metz et al. 2008). However, the population of mast cells increases in obesity in mice (Liu et al. 2009; Altintas et al. 2011), and this increase is more dramatic in the visceral depot compared to the subcutaneous one (Altintas et al. 2011). Also, studies show mice genetically modified to be mast cell deficient gain less visceral adipose tissue on a high-fat diet than their wild-type counterparts (Liu et al. 2009). In addition, these mice had fewer visceral adipose tissue–resident macrophages, lower levels of both adipose tissue and circulating inflammatory mediators, and higher insulin sensitivity (Liu et al. 2009). This suggests that mast cells have proinflammatory roles in obesity.
4.6.3 **Neutrophils**

Neutrophils are part of the innate immune system (Table 4.1) and are early participants in the inflammatory response, typically being the first immune cells that arrive to the site of inflammation. Endothelium- and/or tissue-resident macrophages and mast cells recruit them from the circulation, and in turn neutrophils promote the recruitment of monocytes and other immune cells through the release of cytokines and chemokines, including TNF-α, MCP-1, IL-1β, and IL-8 (Soehnlein et al. 2008; Amulic et al. 2012). Activated neutrophils also release reactive oxygen species (ROS), which support the function of phagocytic immune cells (Sakai et al. 2012). Research has linked high-fat diets with enhanced recruitment of neutrophils in the visceral adipose tissue of mice (Talukdar et al. 2012). Similar to what was observed with mast cells, loss of function of the neutrophil protease elastase led to a 90% reduction in the numbers of adipose tissue–resident neutrophils, the amelioration of the inflammatory state, and the improvement of metabolic indices in mice fed on high-fat diets, regardless of changes in body weight status or adiposity (Talukdar et al. 2012).

4.6.4 **Eosinophils**

Eosinophils circulate in an immature state, and once mature they are restricted to a limited number of tissues, which can be extended in the event of a parasitic infection. They play a critical role in controlling helminthic and parasitic infections and in allergic responses. The eosinophil population within adipose tissue is inversely correlated with adiposity (reviewed by Mathis 2013). There, eosinophils are responsible for up to 90% of IL-4 expression and for accelerated M2-phenotype macrophage polarization by secreting cytokines such as IL-4 and IL-3 (Fulkerson and Rothenberg 2013). Mice with reduced numbers of eosinophils in their visceral adipose tissue also exhibit a reduction in M2 macrophages, greater body weight, and visceral adipose tissue accumulation, and increased insulin resistance when fed a high-fat diet, whereas mice enriched with eosinophils showed a reverse in all these variables (Mathis 2013).

4.6.5 **Natural Killer (NK) and Natural Killer T (NKT) Cells**

NK cells are part of the innate immune system, despite being a type of lymphocyte, and their main function is to identify and eliminate tumor cells. They can comprise up to 30% of the lymphocytes present in visceral adipose tissue in mice (Caspar-Bauguil et al. 2005). In humans, they are more abundant, and express higher levels of proinflammatory IFN-γ, in the visceral depot than in the subcutaneous one (Caspar-Bauguil et al. 2005; O’Rourke et al. 2009). Some studies have shown NK cells protect against the development of metabolic syndrome in obese humans (Lynch et al. 2009). NKT cells express markers typical of both T lymphocytes and NK cells; they may constitute a bridge between the innate and the adaptive immune systems (Bendelac et al. 2007). They occur as well in adipose tissue, where lipid antigens presented by adipocytes themselves could trigger their activity, and it has been proposed that adipose tissue–resident NKT cells can be the first line of defense against adipocyte dysfunction, adipose tissue inflammation, and insulin resistance (Schipper et al. 2012b).

4.6.6 **T Lymphocytes**

Specific T-cell subsets, such as CD8+, IFN-γ+CD4+ (Th1), and Foxp3+ regulatory T (Treg) cells, have been proposed to have distinct roles in adipose tissue immune homeostasis (Feuerer et al. 2009). The infiltration of the CD8+ or cytotoxic T-cells has been demonstrated to precede the influx of macrophages in obesity, and they are likely to be involved in the recruitment of monocytes into adipose tissue and in their polarization toward the M1 phenotype, as indicated by both in vitro and in vivo studies. Interestingly, CD8+ T-cell–deficient mice also present improved insulin sensitivity
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(Schipper et al. 2012a). This suggests that CD8+ T-cells contribute to the initiation of adipose tissue inflammation and insulin resistance, through recruitment and polarization of macrophages towards the proinflammatory phenotype M1. T helper 1 (Th1) or IFN-γ+CD4+ cells have been implicated as well in adipose tissue inflammation and insulin resistance. Studies have demonstrated that mice deficient in these cells show reduced adipose tissue inflammation, and that antibody-mediated skewing of Th1 cells to Treg cells within adipose tissue improves insulin sensitivity (Schipper et al. 2012a).

In contrast to CD8+ T and Th1 cells, Foxp3+ regulatory T-cells (Treg) decrease in the presence of obesity, and studies demonstrate they prevent the onset of adipose tissue inflammation and insulin resistance (Feuerer et al. 2009). Researchers have proposed two potential explanations for these effects. First, Treg cells seem to improve glucose uptake of adipocytes in vitro (Feuerer et al. 2009). Secondly, Treg cells resident within human adipose tissue show an inverse correlation with the polarization of macrophages to the M1 phenotype (Schipper et al. 2012a).

4.6.7 B Lymphocytes

Researchers have found B lymphocytes in adipose tissue—particularly the B-2 subtype, which is the most abundant type in the spleen and lymph nodes (Schipper et al. 2012a). B-2 lymphocytes produce and release IgG2c antibodies, which studies show are elevated in obesity and could mediate insulin resistance, at least in mice; transferring IgG2c antibodies to lean mice results in adipose tissue inflammation and insulin resistance (Winer et al. 2011). Antibody-driven M1 switch of macrophages likely mediates this outcome, because B-cell infiltration into adipose tissue has been observed to precede macrophage polarization (Schipper et al. 2012a). Additionally, adipose tissue–resident macrophages presented decreased M1 polarization in mice that were B-cell deficient (Winer et al. 2011). Furthermore, research has identified more than one hundred IgG targets that are associated with insulin resistance, expressed in a variety of tissues, including adipose tissue. These findings therefore indicate a proinflammatory effect for B-cells within adipose tissue, and their involvement in the obesity-associated inflammation.

4.7 ROLE OF ADIPOSE TISSUE–RESIDENT IMMUNE CELLS IN PATHOLOGICAL STATES

In 1997, Dong and colleagues reported that loss of function of the intercellular cell adhesion molecule (ICAM)-1 could lead to obesity under a high-fat diet, suggesting that the control of fat deposition requires the presence of immune cells in adipose tissue (Dong et al. 1997). Later, the classic works by Weisberg and colleagues and by Xu and colleagues demonstrated increased macrophage infiltration in adipose tissue of obese mice (Weisberg et al. 2003; Xu et al. 2003). Obesity therefore favors immune cell migration toward adipose tissue, and it also promotes a phenotypic switch in resident immune cells. For example, as mentioned previously, M2 macrophages will progressively adopt a more proinflammatory M1 phenotype (Lumeng et al. 2007). Conversely, absence of the M2 phenotype has been associated with a higher susceptibility to obesity, inflammation, and insulin resistance (Odegaard et al. 2007). Furthermore, obesity leads to changes in the lymphocyte population. The content of NK cells in the visceral depots reduces, whereas that of primitive γδ lymphocytes increases, which could lead to further activation of macrophage recruitment and activity (Caspar-Bauguil et al. 2005). Also, adipose tissue in obesity experiences a loss of IL-10-secreting Treg cells (Feuerer et al. 2009) and an increase in the presence of activated memory T-cells (Yang et al. 2010). All these changes, consequently, will lead to an increased ratio of proinflammatory/anti-inflammatory mediators, further amplifying the inflammatory status in the adipose tissue. The objective of these changes is to induce a state of insulin resistance in adipocytes, to reduce lipid storage, and to stimulate lipolysis, so as to control adipose tissue expansion. However, under
a situation of chronic positive energy imbalance, where the flux of nutrients into the adipose tissue exceeds their oxidation, the result is a nonresolved inflammatory response and defective insulin signaling, which may develop into the well-known metabolic alterations associated with obesity, such as systemic insulin resistance, diabetes, and metabolic syndrome.

4.7.1 Metabolic Syndrome

Mathis (2013) implicated innate immune cells, whether of a pro- or anti-inflammatory nature, in the development of metabolic syndrome. In overweight and obese subjects with a diagnosis of incipient metabolic syndrome (but in the absence of diabetes or cardiovascular disease), samples of subcutaneous adipose tissue presented higher levels of the macrophage marker CD68 and no detectable CD3 and CD5, when compared to subjects without metabolic syndrome risk factors (Bremer and Jialal 2013). This suggests a specific increase of macrophage infiltration but no T-cell infiltration in adipose tissue associated with the establishment of metabolic syndrome. In addition, the number of crown-like structures (CLS) formed by macrophages in the adipose tissue was three times greater when metabolic syndrome was present. Also, the levels of MCP-1 were higher in subjects with signs of metabolic syndrome and correlated positively with levels of CRP (used by the authors as a marker for inflammation) and HOMA index (used as a marker for insulin resistance). Finally, concentrations of the chemoattractant chemerin were higher in the metabolic syndrome group (Bremer and Jialal 2013). These results indicate that increased macrophage infiltration in adipose tissue is linked to the development of metabolic syndrome, inflammation, and insulin resistance, independent of obesity. However, although both groups compared in the study had average BMIs in the range of overweight and obesity, the metabolic syndrome group was significantly heavier (34 vs 29 kg/m²), and it is difficult to detach a diagnosis of metabolic syndrome from obesity. Therefore, the question remains whether immune cells in adipose tissue can promote adipose dysfunction in the absence of excess body fat accumulation.

4.7.2 Cardiovascular Risk

A study in obese subjects analyzed samples of abdominal subcutaneous adipose tissue and found CLS in 65% of them (CLS+ group), and no indication of such structures or inflammatory activity in the rest (CLS− group) (Apovian et al. 2008). Total macrophage count was positively associated with insulin concentrations and insulin resistance (represented by the HOMA-IR index), and negatively with adiponectin levels. When researchers compared the CLS+ and CLS− groups, the CLS+ group presented higher values for insulin and HOMA-IR, despite a similar prevalence of metabolic syndrome. In addition, vascular endothelial function seemed impaired in the CLS+ group, as suggested by lower flow-mediated dilation capacity in the brachial artery, indicating higher arteriosclerotic risk and consequently higher cardiovascular risk. Interestingly, no differences were found between groups for indices of adiposity, which supports an obesity-independent role of macrophage-induced inflammation in the development of cardiovascular disease. Similarly, instances of bariatric surgery performed on morbidly obese patients improved markers of vascular function, particularly arterial stiffness (Samaras et al. 2012). However, this improvement was not correlated with observed reductions in body weight or indices of adiposity, although it did correlate with amelioration of insulin resistance. More interestingly, arterial stiffness was negatively correlated with expression of the lymphocyte chemoattractant CCL20 in subcutaneous adipose tissue of the patients, and positively with MCP-1 expression in the visceral tissue, and improvement of arterial stiffness after bariatric surgery was inversely associated with visceral adipose tissue expression of MCP-1 and IFN-γ (Samaras et al. 2012). In a different study, researchers analyzed samples of epicardial adipose tissue in normal weight subjects with or without coronary artery disease (CAD) (Zhou et al. 2011). Epicardial fat is a visceral depot that shares properties with intra-abdominal fat, and as such it produces proinflammatory factors potentially contributing to the development of cardiovascular
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disease (Matsuda et al. 2002; Iacobellis et al. 2005). Apart from lower adiponectin levels in CAD patients, researchers found higher expression of IL-6, TNF-α, and TLR4, and increased CD68+ positive cells, meaning macrophage presence, in these subjects. Another study researched subcutaneous adipose tissue from patients with severe heart failure, and compared it with samples from subjects without cardiovascular disease (Khan et al. 2012). Patients with heart failure were of lower BMI than healthy donors, and their adipocytes were of smaller size, despite which their adipose tissue presented increased macrophage infiltration and signs of inflammation. Implantation of ventricular assist devices (a step prior to heart transplant) resulted in reduced macrophage presence in adipose tissue, even when the adipocytes increased in size, compared to before implantation of the devices, and those changes paralleled improvement of insulin sensitivity. These results confirm the participation of adipose tissue–resident macrophages in the establishment of an inflammatory environment that promotes insulin resistance and cardiovascular disease, independently of obesity.

4.8 SUMMARY AND CONCLUSIONS

Adipose tissue and the immune system are intimately related, and research suggests a common developmental origin. Research has found many different subsets of immune cells populating adipose tissue, and they are key for maintaining homeostasis within this organ. M1-type macrophages, mast cells, neutrophils, T cytotoxic, T memory, and B lymphocytes exert proinflammatory effects in the tissue, contributing to the development of adipose tissue inflammation and insulin resistance associated with obesity. On the other hand, M2-type macrophages, eosinophils, NK, NKT, and T regulatory cells could constitute protective populations in the face of adipose tissue dysfunction. Macrophages have been the most extensively studied population so far, and they are closely involved in the chain of events that connect adipocyte dysfunction with metabolic syndrome and cardiovascular disease, even independently of obesity. Further research into the phenotypes and actions of adipose tissue–resident immune cells will be of great help for a better understanding of adipose tissue pathophysiology, obesity, and its related comorbidities.
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5.1 INTRODUCTION

Nutrient status is assessed using biomarkers and, of these, the biomarkers most commonly used are the concentrations of the specific nutrient of interest in blood or urine. In a person who is healthy, nutrient concentrations in serum or urine will reflect the dietary intake. Serum nutrients may also be controlled by physiological factors including nutritional status. Standard criteria to assess nutritional status derived from depletion and repletion experiments in healthy volunteers, enable researchers to interpret status in individuals and population groups from nutrient concentrations in blood.¹ However, when a person suffers trauma or an infection, there is an inflammatory
response which includes a number of metabolic changes in blood nutrient concentrations. These changes may be deliberate strategies by the body to withhold nutrients from an invading organism, may indicate increased catabolism or utilization of the nutrient or may simply reflect the consequences of anorexia. The changes induced by the immune or inflammatory response to infection are usually transitory and limited to the clinical and sub-clinical phases of an infection or period of trauma. However, during this period, blood nutrient concentrations are unlikely to reflect true nutritional status and if the presence of sub-clinical inflammation is overlooked, status will probably be misinterpreted. In the case of most serum nutrients there is a depression in concentration so if a researcher is unaware of the presence of sub-clinical inflammation, the prevalence of nutritional deficiencies can be exaggerated. In some cases, an increase in urinary metabolites may indicate increased nutrient utilization. This chapter will summarize what is known of many of the common blood nutrients and nutritional biomarkers during the inflammatory response and the potential effects on nutritional status. Blood nutrients may share common properties with one another, e.g. fat or water-solubility, but they are nevertheless unique substances with specific roles in metabolism. It is therefore important that each nutrient is examined separately in order to understand its response in infection and the impact of infection on status.

For most nutrients the principal populations at risk of nutritional deficiency are women of reproductive age and children less than 5 years of age, due to the higher nutrient requirements imposed by pregnancy, lactation and/or growth. The primary objective of this chapter will be to assist the reader to interpret nutritional status in apparently-healthy people using acute phase proteins and/or cytokines as biomarkers of inflammation. Interpreting nutritional status during infection is more difficult as duration and severity of illness will both influence nutritional biomarkers as indicated by the multiple factors associated with severe anemia in Malawian preschool children. Duration and severity of disease can be assessed using acute phase proteins, particularly C-reactive protein (CRP). Workers in Burkina Faso investigated iron status biomarkers in 1564 children (6–23 m) with moderate acute malnutrition suggested regression analysis using CRP could be used to adjust serum ferritin in research settings. In addition, workers in hospitals have assessed the influence of disease and trauma on a number of nutritional biomarkers by comparison with the degree of elevation in CRP and albumin. Their observations will be reported in the sections on specific nutrients. The effects of inflammation in apparently-healthy people however, will be more comparable between individuals than that between hospital patients, so regression analysis is less useful and a single cut off to identify inflammation is sufficient. By definition, the clinical signs of disease will have disappeared in apparently-healthy subjects. In addition, where surgical evidence is available in previously-healthy subjects, longitudinal data on inflammation and nutritional biomarkers can be examined. In the case of vitamin A and iron, methods will be described to adjust nutrient concentrations to remove the effects of inflammation. In other chapters in this book the roles of specific vitamins and minerals in the host response to infection will be addressed in greater depth.

Readers may also want to consult the report on Inflammation and Nutritional Science for Programs/Policies and Interpretation of Research Evidence (INSPIRE) published in 2015. The main objectives of this study were to better understand the bidirectional relationship between nutritional status and the function of the immune and inflammatory response and the specific impact of the inflammatory response on the selection, use and interpretation of nutrient biomarkers. The purpose of the work was to provide guidance to users in all fields of nutrition enterprise in evaluating programs and generating evidence-based policy. In addition during 2017, a supplement in the American Journal of Clinical Nutrition will summarize the work of the Biomarkers Reflecting Inflammation and Nutrition Determinants of Anemia (BRINDA) group, who have looked at various approaches to correcting concentrations of ferritin, retinol, retinol binding protein (RBP) and transferrin receptors (sTfR) in the presence of inflammation in apparently-healthy people, using for the most part, national survey data.
5.2 THE INFLAMMATORY RESPONSE AND SERUM NUTRIENT CONCENTRATIONS

The sequential production of different inflammatory proteins during the incubation period and following an infection or traumatic episode has been used to provide adjustment factors with which to correct blood nutrient or biomarker concentrations for the influence of inflammation. The inflammatory response is typically initiated by tissue macrophages or blood monocytes.\textsuperscript{14} Activated macrophages release a broad spectrum of protein mediators of which the cytokines of the interleukin 1 (IL-1) and tumor necrosis factor (TNF) families trigger the next series of reactions both locally and distally. In the second wave of inflammatory mediators, IL-6 is produced which has particularly important effects in the hypothalamus and liver. Within the hypothalamus, temperature set points may be altered generating a fever and, in the liver, there are alterations in most metabolic pathways and gene regulation to produce essential metabolites for defense, damage limitation and the repair of tissues following recovery. In particular the liver response is characterized by the coordination and stimulation of the acute phase proteins (APP).

Three APP are particularly useful to characterize the stages of inflammation in apparently-healthy persons. Whereas, the increase in cytokine concentrations takes place within minutes, may reach maximum concentrations within 0.5–4.0 hours and have disappeared by 24 hours (Figure 5.1),\textsuperscript{15,16} changes in APP concentrations can be monitored during the incubation period of infection and during convalescence.\textsuperscript{13} We have used two acutely responding APP to monitor the initial response to infection, CRP and $\alpha$1-antichymotrypsin (ACT), and one other, $\alpha$1-acid glycoprotein (AGP), to monitor the later stages, namely convalescence. CRP and ACT both increase within the first 6 hours of infection or trauma, rise to a maximum within 24–48 hours and decline as the clinical signs of the disease diminish. In contrast, AGP rises more slowly; it remains within the normal range during the first 48 hours, may take 3–5 days to reach a plateau and remains elevated during the convalescent period.\textsuperscript{17}

In an apparently-healthy population, four groups of people can be identified using CRP and AGP.\textsuperscript{18–20} ACT can be used instead of CRP, but as CRP is more commonly used than ACT, we will restrict the discussions in this chapter to CRP. In the population, there will be those with no elevated APP who are healthy and can be described as the reference group. There will be those who have recently been exposed to trauma or infection and will show the very early signs of inflammation (group 2, raised CRP and normal AGP; incubation group) but are not yet showing signs of clinical disease. Then there will be those who have recently recovered from infection and who are in early or late convalescence stages (groups 3 and 4 respectively). In

\textbf{FIGURE 5.1} Time course of interleukin (IL) 6 and C-reactive protein (CRP) concentrations after surgery. The increase in IL-6 precedes the rise in CRP and has almost disappeared at 2.5 days when CRP peaked (concentrations are shown in arbitrary units); x-axis is days. (From Engler R., Rev fr Allergol., 36, 903–913; Thurnham DI and McCabe GP. In LM Rogers [ed.], Priorities in the Assessment of Vitamin A and Iron Status in Populations, Panama City, Panama, Geneva, World Health Organisation, 2012.)\textsuperscript{16,19}
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group 3, both CRP and AGP are raised while in group 4, only the AGP concentration is above the normal range. The changes in serum nutrient concentrations that follow the onset of infection or trauma (Table 5.1), closely parallel the behavior of CRP. That is, most serum nutrient concentrations fall rapidly during the initial period, may plateau or continue to fall during sickness and then return to normal more gradually during the period of convalescence. The inter-relationship between the changing APP concentrations and serum retinol following infection is shown in Figure 5.2. The initial changes in serum nutrient concentrations following infection will be detectable by elevated serum CRP (>5 mg/L; or ACT >0.6 g/L) and normal AGP (≤1 g/L) concentrations. This period lasts 24–48 hours before the appearance of clinical signs of disease. People with clinical signs of trauma or disease will not be recruited in an apparently-healthy population so the remaining subjects will be in convalescence which can be divided into two periods as described above.

5.3 USE OF META-ANALYSIS TO CALCULATE ADJUSTMENT FACTORS

The model shown in Figure 5.2 was used to calculate adjustment factors for retinol and ferritin. The principle was the same for both but serum retinol concentrations are reduced by infection while ferritin concentrations are increased. The studies used for the two meta-analyses are shown in Table 5.2. In order that adjustment factors could be calculated for the 3 groups exhibiting inflammation, studies had to include measurements of both an acute and chronic APP and subjects with inflammation had to be present in the 3 inflammation groups. All of the studies included measurements of CRP and AGP except a study of Pakistani pre-school children where ACT were used instead of CRP. Performing the meta-analyses with and without the Pakistani children made no difference to the adjustment factors calculated for either retinol or ferritin. To calculate adjustment factors we calculated mean log nutrient concentrations for all four groups and compared each group with all other groups for each study separately. Using 4 groups there are 6 pairs of comparisons for each

### TABLE 5.1

<table>
<thead>
<tr>
<th>Serum Biomarkers (unless otherwise indicated)</th>
<th>Direction of Change</th>
<th>Acute Response (24–48 hours) %</th>
<th>Chronic or Long-Term Response (3–10 days) %</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retinol</td>
<td>↓</td>
<td>40–70</td>
<td>10–15</td>
<td>2,8,9,21</td>
</tr>
<tr>
<td>Retinol binding protein</td>
<td>↓</td>
<td>40–70</td>
<td>10–15</td>
<td>2,8,9,21</td>
</tr>
<tr>
<td>Carotenoids</td>
<td>↓</td>
<td>20–50</td>
<td>40–60</td>
<td>22–25</td>
</tr>
<tr>
<td>Zinc</td>
<td>↓</td>
<td>70</td>
<td>10–15</td>
<td>7,26</td>
</tr>
<tr>
<td>Iron</td>
<td>↓</td>
<td>50</td>
<td></td>
<td>26</td>
</tr>
<tr>
<td>Ferritin</td>
<td>↑</td>
<td>100% or more</td>
<td>100% or more</td>
<td>15</td>
</tr>
<tr>
<td>Transferrin receptor</td>
<td>(↓)†</td>
<td>Small fall</td>
<td>~50 increase</td>
<td>27</td>
</tr>
<tr>
<td>25-Hydroxy-cholecalciferol</td>
<td>↓</td>
<td>40</td>
<td>20–30</td>
<td>28</td>
</tr>
<tr>
<td>Pyridoxine</td>
<td>↓</td>
<td>No information</td>
<td>Negative association with inflammation</td>
<td>29,30</td>
</tr>
<tr>
<td>Selenium</td>
<td>↓</td>
<td>No information</td>
<td>40–60</td>
<td>7</td>
</tr>
<tr>
<td>Leukocyte ascorbic acid</td>
<td>↓</td>
<td>~40</td>
<td>Normalized at 5 days</td>
<td>31</td>
</tr>
<tr>
<td>Vitamin C</td>
<td>↓</td>
<td>10–80</td>
<td>Variable fall</td>
<td>7,32</td>
</tr>
</tbody>
</table>

FIGURE 5.2  Model of the behavior of the plasma acute phase proteins CRP and AGP and retinol concentrations following an infection or trauma. The ordinate axis indicates arbitrary % values where zero represents normal, 20% represents the inflammation threshold of CRP (>5 mg/L) and AGP (>1 g/L), and 100% represents a normal serum retinol concentration or the maximum increase in CRP or AGP concentrations. The figure shows the rapid rise in C-reactive protein (CRP, short dashes) and fall in retinol concentrations (solid line) following an infection stimulus at time zero (A). The CRP concentration plateaus when clinical evidence of sickness appears and retinol reaches its nadir. Alpha-1-acid glycoprotein (AGP; long dashes) concentrations rise more slowly from time zero and only pass the inflammation threshold 2–5 days later. As sickness wanes, concentrations of CRP fall, retinol rises, and AGP plateaus. In the final stage of convalescence, CRP concentrations return to normal (B) leaving only AGP elevated. The model is used to categorize subjects in the following groups; I), reference, no raised acute phase proteins; II), incubation, only CRP increased; III), early convalescence, CRP and AGP both above the inflammation threshold; and IV), late convalescence only AGP is raised. (Modified from Thurnham DI. et al., Proc Nutr Soc., 502–509, 2005, With permission.)

TABLE 5.2
Summary of Studies Used for the Two Meta-analyses to Calculate Adjustment Factors for Retinol and Ferritin

<table>
<thead>
<tr>
<th></th>
<th>Retinol</th>
<th>Ferritin (Iron status)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of studies</td>
<td>15</td>
<td>30</td>
</tr>
<tr>
<td>Total number of subjects</td>
<td>9914</td>
<td>8796</td>
</tr>
<tr>
<td>Studies eligible for 4-group analysisb</td>
<td>7</td>
<td>22</td>
</tr>
<tr>
<td>Subjects (number)</td>
<td>4975</td>
<td>7848</td>
</tr>
<tr>
<td>Infant studies (number)</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>Pre-school age children studies (number)</td>
<td>5e</td>
<td>3e</td>
</tr>
<tr>
<td>Non-pregnant women studies (number)</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Pregnant and lactating women studies (number)</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Men studies (number)</td>
<td>0</td>
<td>3</td>
</tr>
</tbody>
</table>

a Values are numbers of studies or subjects used for the 4-group retinol and ferritin meta-analyses.
b 4-Group analyses indicated that a study included subjects in the reference (no raised acute phase proteins) and the 3 inflammation groups namely; incubation (raised C-reactive protein (CRP) only), early convalescence (both CRP and α1-acid glycoprotein (AGP) raised) and late-convalescent groups (raised AGP only).
c All subjects were apparently healthy although one study included pre-school age children from Papua New Guinea where malaria was endemic but there was no information on parasite positivity.
d Included both pre-school age and older children.
study however only 3 are relevant to calculate adjustment factors i.e. the ratios between the reference group and each of the 3 inflammation groups.

The adjustment factors were calculated from the summary statistic (effect size) which was the difference (ratio) between 2 log means, and the variability associated with each summary statistic was related to sample sizes. In general, studies with a large number of samples will have smaller variability than those with smaller numbers; therefore traditional weights were calculated on the basis of the inverse of the study variance. Thus studies with a large variance, and therefore a relatively imprecise estimate of the study summary, received less weight than a study with a smaller variance. In the 4-group analysis, weights were computed from the sum of the variances for the 4 groups and on the total size for the 4 groups. To estimate the variability of the overall summary statistic and to provide study-to-study variation, the random effect model was used for all of the analyses reported because it allowed for small differences between studies and enabled the generation of valid standard deviations (SD).

The data obtained for the group comparisons for all studies combined are summarized in Table 5.3. For retinol there were 7 studies that provided data for the 4-group analysis and for ferritin there were 22 studies. The mean ratios (summary statistics) are the values used to adjust data in the inflammation groups to remove the influence of that inflammation. So for retinol, mean concentrations in the reference group are 1.15 times greater than in the incubation group. That is, values in the incubation, early and late convalescent groups need to be increased by factors of 1.15, 1.32 and 1.12 respectively to remove the influence of inflammation. For ferritin the inverse of the ratio is used to calculate the adjustment factor as ferritin concentrations increase following infection. Ferritin adjustment factors in the three groups with inflammation were 0.77, 0.53 and 0.74 respectively.

The cut-off for serum retinol concentrations to indicate a risk of vitamin A deficiency is <0.7 μmol/L and for ferritin concentrations indicating iron deficiency are <12 or <15 μg/L for subjects ≥5 years of age respectively. That is, the net effect of correction for vitamin A is to reduce the number of subjects with retinol values <0.7 μmol/L and, for iron deficiency, to increase the number of subjects below the ferritin cut-off values shown above.

### TABLE 5.3
Adjustment Factors from the Retinol2 and Ferritin3 4-group Meta-Analyses

<table>
<thead>
<tr>
<th>Group comparison</th>
<th>Serum Retinol (n = 7)</th>
<th>Serum Ferritin (n = 22)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference vs incubation</td>
<td>Mean 1.15, 95%CI 1.07, 1.24, P = 0.001</td>
<td>Mean 1.30, 95%CI 1.15, 1.47, P &lt;0.001</td>
</tr>
<tr>
<td>Reference vs early convalescence</td>
<td>Mean 1.31, 95%CI 1.09, 1.58, P = 0.005</td>
<td>Mean 1.90, 95%CI 1.51, 2.37, P &lt;0.001</td>
</tr>
<tr>
<td>Reference vs late convalescence</td>
<td>Mean 1.12, 95%CI 0.96, 1.31, P = 0.16</td>
<td>Mean 1.36, 95%CI 1.19, 1.55, P &lt;0.001</td>
</tr>
</tbody>
</table>

*a Values are mean (95%CI) of the geometric mean nutrient biomarker concentrations for the respective pairs from the 4-group analyses. See Table 5.2 for more details.

5.4 SPECIFIC NUTRIENTS AND THE EFFECTS OF INFLAMMATION

5.4.1 FAT-SOLUBLE VITAMINS

5.4.1.1 Vitamin A

In 2001, a working group (Annecy Accords) recommended and revised the criteria to assess vitamin A status. The working group set standards for both clinical and blood measurements of status, but serum retinol and retinol binding protein concentrations are the most frequently used methods.
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In children a concentration of \(<0.7 \mu mol/L (\<20 \mu g/dL)\) indicates a risk of vitamin A deficiency (VAD) and a prevalence of 15\% or more in a community, indicates a public health problem. Serum retinol concentrations are physiologically controlled and only when the store of retinol in the liver falls to very low concentrations \(<0.07 \mu mol/g liver\), does the concentration of retinol in blood fall. A normal serum retinol concentration in young children is approximately 1 \mu mol/L and this rises to approximately 2 \mu mol/L in adults (Figure 5.3). Low serum retinol concentrations may therefore be an indicator of low stores of liver retinol and poor vitamin A status but it may also be depressed by inflammation. Unfortunately, the working group made no mention of the dramatic effects which inflammation has on serum retinol concentrations. The depression caused by the trauma of surgery on serum retinol concentrations had been shown as early as 1978 and again in 1992 and a paper published in 1998 had reported that Bangladeshi children admitted to hospital with shigellosis had a mean (SD) serum retinol concentration of 0.36 (0.22) \mu mol/L which had normalized at discharge to 1.15 (0.5) \mu mol/L without any vitamin A treatment during hospitalisation. As the prevalence of disease is often high in developing countries where most VAD occurs, the risk of exaggerating the prevalence of deficiency through effects of inflammation on serum retinol concentrations alone is high. Therefore, to obtain correct estimates of VAD it is important to identify inflammation and use the adjustment factors described above.

Surgery provides an opportunity to examine the influence of an altered inflammatory state on serum nutrient concentrations without the complications of disease. The data shown in Figure 5.3 illustrate the rapidity with which plasma retinol concentrations fall in previously well-nourished adults following uncomplicated orthopedic surgery. Mean plasma retinol concentrations fell by 40\% in the 48 hours following surgery, plateaued for a day and then returned to pre-surgical concentrations by day 7. In contrast mean plasma CRP concentrations rose to a maximum in the first 48 hours and then initially declined rapidly but concentrations still indicated sub-clinical inflammation at day 7. It is important to note that a fall of 40\% in plasma retinol concentration would take many months to achieve by withholding vitamin A from the diet alone.

The cut-off of 0.7 \mu mol/L is only 30\% below the normal mean retinol concentration in healthy children and therefore a fall in the retinol concentration of 40\% obtained in the patients above would categorize many children as at risk of VAD. Therefore concentrations \(<0.7 \mu mol retinol/L\)
only indicate a risk of VAD, especially in countries where there is a high prevalence of disease. For this reason many researchers will measure an acute phase protein, commonly CRP, at the same time as retinol in order to determine the prevalence of inflammation. Where inflammation is detected, researchers often exclude those subjects with inflammation or ignore the inflammation if the prevalence is low.

The problem with using only one acute-reacting protein like CRP, serum amyloid A (SAA) or ACT to detect inflammation is that it underestimates the prevalence of inflammation. As indicated above, the APP which rise acutely in response to infection or other traumas, fall rapidly as the clinical signs diminish. Sub-clinical inflammation however continues and needs to be monitored with AGP.40,41 Figure 5.1 shows the rapid rise in CRP concentrations at the onset of trauma but as soon as clinical signs of the trauma wane or disappear, concentrations of CRP rapidly return to near normal.17,42 This was also demonstrated in a study on 2519 Pakistani pre-school children where, of the 274 children with an elevated ACT concentration, most (n = 260) also had an elevated AGP suggesting that they were only recently recovered from illness. In this group (early convalescence) there was a greater depression in the mean retinol concentration (0.73 μmol/L) than in those where there was elevated ACT or AGP alone (0.81; 0.83 μmol/L respectively.34 Most children with inflammation (n = 881, 35%) were in late convalescence (raised AGP only). The mean retinol concentration in those without inflammation was 0.9 μmol/L, and this figure probably represents the best estimate of serum retinol concentration in the healthy Pakistani pre-school children and 54% of the sample was present in this group.

5.4.1.2 Vitamin D (Cholecalciferol)
Vitamin D exists in two forms, vitamin D3 (cholecalciferol) and vitamin D2 (ergocalciferol). Some of the D3 form is obtained from the diet (dairy foods, eggs and fish) but the main source is probably endogenous synthesis through the action of short wavelength, ultra-violet light (290–315 nm) on human skin. The D2 form is produced from yeast and principally obtained from vitamin D supplements. The action of sunlight on human skin converts 7-dehydrocholecalciferol into cholecalciferol. Cholecalciferol is fat-soluble and stores of this compound are found in adipose tissue. Some undergoes hydroxylation in the liver to 25-hydroxy-vitamin D (25-OHD). Adipose tissue stores of vitamin D are in equilibrium with plasma 25-OHD concentrations hence 25-OHD concentrations are a useful measure of vitamin D status.43 Plasma 25-OHD has a half-life of approximately 3 weeks and this is longer than all other vitamin D metabolites.44 Deficiency is generally regarded at <30 nmol/L (12 ng/mL) but sufficiency is variously stated as >50, >8045 or even >15046 nmol/L.

In terms of the functional vitamin D concentration, it is widely considered that it is best to assess the free (i.e. unbound) concentration in plasma.47 Most (80%–90%) plasma vitamin D metabolites circulate bound to vitamin D-binding protein (VDBP) and most of the remainder (10%–20%) is bound to albumin. Very little 25-OHD remains free i.e. biologically active in plasma (0.02%–0.05%).48,49 The relative affinity of VDBP for 1,25-(OH)2D is 10-fold less than for 25-OHD so free plasma concentrations of 1,25-(OH)2D are 10 fold higher than those of 25-OHD (0.2%–0.6%). However, the concentration of VDBP in plasma is 20-fold higher than the total amount of vitamin D metabolites and the physiological consequence of the large molar excess of circulating VDBP is unclear. Only 5% of the total VDBP capacity is usually occupied by vitamin D compounds; therefore most, if not all, circulating vitamin D compounds are protein bound and will have little access to target cells. Thus, concentrations of free rather than total forms of 25-OHD and 1,25-(OH)2D are likely to provide a better assessment of functional vitamin D status.50

Further metabolism of 25-OHD is mostly determined by the best-known function of vitamin D, namely the control of calcium metabolism. A fall in plasma calcium concentrations stimulates the formation of another hydroxylase enzyme in the kidney which converts 25-OHD to 1,25 dihydroxy-vitamin D (1,25-(OH)2D). 1,25-(OH)2D controls a number of metabolic process that raise plasma calcium concentrations either by increasing calcium absorption and/or releasing calcium from bone. However, the 1α-hydroxylase enzyme and the 1,25 vitamin D receptor are also found in many
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immune and other cells throughout the body. The important functions of 1,25(OH)₂D necessitate a much tighter control over its plasma concentration than of the 25-OHD metabolite and the half life is only 4 hours.

Beyond its critical function in calcium homeostasis, vitamin D has been found to play an important role in the modulation of the immune/inflammation system via regulating the production of inflammatory cytokines and inhibiting the proliferation of pro-inflammatory cells, both of which are crucial for the pathogenesis of inflammatory diseases. This important secondary function of vitamin D may explain why serum concentrations of 25-OHD fell by more than 40% within 24 hours of elective knee surgery (arthroplasty) and were still 20% lower than pre-operative values 3 months after the operation. This study provided an opportunity to examine the influence of an altered inflammatory state on vitamin D status without the complication of accompanying disease. In fact, similar observations to those of Reid et al. were first reported by Louw et al. almost 20 years ago. Louw et al. showed that a transient depression in plasma 25-OHD concentrations of ~16% followed uncomplicated orthopedic surgery in 25 volunteers of both sexes. In almost all cases, concentrations of 25-OHD had normalized by day six when CRP had almost returned to normal. The authors pointed out that the nutritional status of the group prior to surgery was good and no patient fasted more than 12 hours post-operatively. The authors also monitored hydration and concluded that the patients had a normal fluid intake and this made hemodilution very unlikely. The authors concluded that the self-correcting nature of the decreased values in the study argued against the low values representing true nutritional status.

In contrast to the study of Louw et al. however, plasma 25-OHD concentrations following the surgery described by Reid et al. remained low for several months suggesting that vitamin D status was reduced by the surgery. Reid and colleagues measured plasma 25-OHD, 25-OHD:VDBP ratio and free 25-OHD concentrations in the immediate post-operative period. The depression in concentrations was large (~40%) (Table 5.4) and consistent with the reports of the previously observed effects of inflammation on plasma retinol, many other nutrients and the increase in ferritin (Table 5.1). Not only were concentrations of 25-OHD depressed but also the 25-OHD:VDBP ratio and free 25-OHD concentrations. Furthermore, in blood samples taken at three months, the three markers of vitamin D status were no different from those observed in the samples collected on day 5 postoperatively but CRP concentrations had returned to the preoperative value. The authors concluded that plasma concentrations of 25-OHD decrease after an inflammatory insult and therefore are unlikely to be a reliable measure of 25-OHD status in subjects with evidence of a significant systemic inflammatory response.

### TABLE 5.4

<table>
<thead>
<tr>
<th></th>
<th>Pre-Operative</th>
<th>6–12 hr</th>
<th>Day 1</th>
<th>Day 2</th>
<th>Day 3</th>
<th>Day 4</th>
<th>Day 5</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRP (mg/L)</td>
<td>2.8</td>
<td>–</td>
<td>56</td>
<td>164</td>
<td>189</td>
<td>136</td>
<td>113</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>25-OHD (nmol/L)</td>
<td>40</td>
<td>26</td>
<td>23</td>
<td>23</td>
<td>25</td>
<td>28</td>
<td>29</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Albumin (g/L)</td>
<td>39</td>
<td>–</td>
<td>33</td>
<td>32</td>
<td>31</td>
<td>30</td>
<td>31</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>VDBP (μmol/L)</td>
<td>7.5</td>
<td>6.6</td>
<td>6.9</td>
<td>7.1</td>
<td>–</td>
<td>–</td>
<td>7.9</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Molar ratio 25-OHD:VDBP</td>
<td>6.9</td>
<td>5.4</td>
<td>4.2</td>
<td>4.8</td>
<td>–</td>
<td>–</td>
<td>4.0</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Free 25-OHD (pmol/L)</td>
<td>9.04</td>
<td>–</td>
<td>5.41</td>
<td>6.40</td>
<td>–</td>
<td>–</td>
<td>6.09</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>


*Note:* All values are medians.
Reid et al. considered what might have contributed to the apparent loss of 25-OHD from the blood. The possibility that the fall in the binding protein and albumin concentrations may have contributed to the loss of 25-OHD was considered but the fall in the protein concentrations (albumin and VDBP) was only ~20% while 25-OHD concentrations fell by 40%. However, it is interesting to compare the behavior of 25-OHD with that of plasma retinol about which more is known. Early changes in epithelial permeability and vasodilatation stimulated by inflammation may well facilitate the movement of plasma retinol into the extracellular fluid compartment contributing to initial decline in plasma retinol concentrations. Furthermore, losses of the retinol:RBP complex into the urine during fever have been shown and there is inhibition of the liver RBP synthesis from 12 hours following experimental infection in rats.

Similar movements between the blood and extracellular fluid in the 25-OHD:VDBP complex to those of retinol may also follow the onset of trauma, and inflammation may also depress VDBP synthesis since a fall in VDBP concentrations is associated with multiple trauma, organ dysfunction and sepsis. However, there does not appear to be any direct evidence for an effect of inflammation on VDBP synthesis and the fall in the serum concentration may be a consequence of the increased ‘leakiness’ of the vasculature which affects several other plasma proteins such as albumin, transferrin and thyroxin-binding protein at the onset of the acute phase response. There is evidence that the 25-OHD:VDBP complex can be found in urine. Patients with uremia can excrete considerable amounts (0.27–10 nmol/day (average 3.7 (SD 3.5)) nmol/day), but glomerular filtration in the arthroplasty patients was unaltered throughout the five post-operative days. Reid and colleagues would appear to dismiss the idea that turnover and cellular uptake of 25-OHD could explain the large decrease in plasma concentrations but the increase in CRP in the patients indicated a considerable inflammatory response. This inflammation will also have increased the activity of macrophages in body tissues and the uptake of 25-OHD by stimulated macrophages can also be considerable.

The long-term nature of the effects of inflammation from the arthroplasty on plasma 25-OHD concentrations appear to indicate that surgery depressed vitamin D status. Their results contrasted with those of Louw et al. where the transient depression in 25-OHD suggested that status was unaffected by surgery. The difference may be attributable to differences in surgical severity or in sunlight exposure following surgery but these possibilities have not been examined. However, there are many reports of low 25-OHD concentrations associated with chronic inflammatory diseases such as those of heart, bowel and lung and vitamin D may play a pleiotropic role in the pathology of these diseases. However, interpretation of causality is difficult. Low concentrations of 25-OHD may be due to low exposure to sunlight which may increase disease risk but may also be a consequence of the inflammation associated with increased disease risk. Two hospital studies on the blood of patients referred for nutritional assessment concluded that concentrations of 25-OHD were independently associated with CRP and albumin concentrations consistent with a systemic immune response as a major confounding factor in determining vitamin D status. The authors concluded that a reliable clinical interpretation of vitamin D status can be made only if the CRP concentration is <10 mg/L (Table 5.5). Heart disease has been associated with low concentrations of 25-OHD. Cardiovascular and cancer mortality are higher in persons with lower 25-OHD concentrations but data from recent randomized controlled trials designed to assess the impact of vitamin D supplements on cardiovascular outcomes are conflicting. The discrepancy between observational and intervention studies suggests that low 25-OHD concentrations are just a marker of ill health.

5.4.1.3 Vitamin E (α-Tocopherol)
Vitamin E circulates in the blood predominantly with low density lipoproteins; hence the concentration in blood is correlated with the lipid load and it is usual to measure the ratio of vitamin E to the cholesterol or fatty acid concentration. Most vitamin E in the blood is in the form of α-tocopherol with approximately 10% as γ-tocopherol. Status is commonly assessed from the concentration of α-tocopherol in serum when concentrations <11.6 μmol/L are indicators of vitamin E deficiency.
TABLE 5.5
Impact of Inflammation on Measurements of Micronutrient Status in Hospital Patients

<table>
<thead>
<tr>
<th>Micronutrient</th>
<th>Biomarker</th>
<th>Concentration of CRP with Measureable Impact on Biomarkers</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thiamin (Vitamin B₁)</td>
<td>Red cell thiamin diphosphate</td>
<td>Unaffected by inflammation</td>
<td>64</td>
</tr>
<tr>
<td>Riboflavin (Vitamin B₂)</td>
<td>Red cell flavin adenine dinucleotide phosphate</td>
<td>Transient depression when CRP increased</td>
<td>64</td>
</tr>
<tr>
<td>Niacin (Vitamin B₃)</td>
<td>Red cell niacin or urinary metabolites</td>
<td>No reports of influence of inflammation</td>
<td></td>
</tr>
<tr>
<td>Pyridoxine (Vitamin B₆)</td>
<td>Serum pyridoxal-5-phosphate</td>
<td>Transient depression when CRP&gt;5-7 mg/L</td>
<td>29,58,64,65</td>
</tr>
<tr>
<td>Folic acid</td>
<td>Serum or red cell folate</td>
<td>Unaffected by inflammation</td>
<td>7</td>
</tr>
<tr>
<td>Vitamin B₁₂</td>
<td>Serum cyanocobalamin</td>
<td>Unaffected by inflammation</td>
<td>7</td>
</tr>
<tr>
<td>Iron</td>
<td>Serum iron and ferritin but other biomarkers also influenced at some stage</td>
<td>CRP&gt;5 mg/L</td>
<td>3</td>
</tr>
<tr>
<td>Zinc</td>
<td>Serum zinc</td>
<td>CRP&gt;20 mg/L</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CRP&gt;5 mg/L</td>
<td>66</td>
</tr>
<tr>
<td>Selenium</td>
<td>Whole blood selenium</td>
<td>CRP&gt;10 mg/L</td>
<td>58</td>
</tr>
<tr>
<td>Copper</td>
<td>Serum ceruloplasmin</td>
<td>Serum ceruloplasmin increases but copper:ceruloplasmin ratio is unaffected by inflammation</td>
<td>67</td>
</tr>
</tbody>
</table>

However, to correct for variations in serum lipids the tocopherol:cholesterol (T:C) ratio had best sensitivity and specificity, and deficiency was indicated by values for a T:C ratio <2.22 μmol:mmol.\(^7\)

α-Tocopherol is the most reactive, free-radical, chain-breaking phenolic antioxidant known and it is widely distributed in all biological membranes to protect and repair membrane fatty acids. The antioxidant properties of the fat-soluble vitamin E are supported by water-soluble vitamin C. Vitamin E reduces lipid radicals in biological membranes to non-radical products by donating its hydrogen atom and becomes transiently an α-tocopheroxyl radical. The α-tocopheroxyl radical probably regains the missing hydrogen atom from circulating vitamin C, converting the latter to dehydroascorbate. Dehydroascorbate can be absorbed by circulating red cells where vitamin C is
Red cell GSH concentrations are maintained through the activity of glutathione reductase.

Infection and inflammation increase oxidant stress; thus demands for the antioxidant vitamin E are probably increased in disease and trauma. Low circulating concentration of vitamin E have been reported in developing countries, in the elderly and in smokers, that is situations where there is increased evidence of disease or of oxidant load. However, serum lipid levels are often not taken into account and increased capillary permeability in acute infection can contribute to a fall in plasma lipoproteins. So low vitamin E concentrations may be due to low concentrations of plasma lipids. In our own studies on apparently-healthy, HIV-positive Kenyan adults \( \alpha \)-tocopherol concentrations were no different between subjects with and without inflammation. Likewise Duncan et al. who categorized CRP concentrations from 1303 patients on their hospital database by severity, found no association between the CRP categories and vitamin E (Table 5.5). However, a longitudinal study of vitamin E concentrations in 11 patients who underwent elective hip arthroplasty reported that \( \alpha \)-tocopherol concentrations fell by 36% in the 3 days following the operation proportional with the systemic immune response but cholesterol also fell by 40%. When the vitamin E:cholesterol ratios were compared before and after arthroplasty there was no association with the systemic immune response. Thus, in the case of vitamin E there is little evidence that the vitamin E status is reduced by inflammation but where low concentrations of serum vitamin E are found, it is important always to take the serum lipid or cholesterol concentration into account when assessing status.

5.4.1.4 Vitamin K (Phylloquinone; K1)
The plasma concentration of vitamin K1 is the most reliable index for assessing vitamin K status. Vitamin K1 can be measured using high performance liquid chromatography (HPLC) and evidence suggests that concentrations are influenced both by plasma triglyceride concentrations and inflammation. In a reference population, the correlation coefficient \( r \) between plasma phylloquinone and triglyceride concentrations was \( r = 0.7 \) and the 95% reference interval for the phylloquinone:triglyceride ratio was 0.20–2.20 nmol/mmol. Following surgery, plasma concentrations of triglyceride and phylloquinone but not the phylloquinone:triglyceride ratio were transiently decreased >50%. The authors suggested that the phylloquinone population reference intervals should be expressed as a ratio to the triglyceride concentration. Phylloquinone concentrations in plasma are decreased in the acute-phase response and, unless corrected for by using the plasma triglyceride concentration, are unlikely to be a reliable index of vitamin K status. Therefore, in the presence of a systemic inflammatory response, plasma phylloquinone concentrations are unlikely to be a reliable measure of status, and during such a response the plasma phylloquinone:triglyceride ratio may provide a more reliable measurement of phylloquinone status (Table 5.5).

5.4.2 WATER-SOLUBLE VITAMINS
5.4.2.1 Vitamin C (Ascorbic Acid)
Vitamin C status is usually assessed by the concentration of ascorbate in plasma or leukocytes (LAA). A high risk of deficiency is indicated by a plasma ascorbate concentration of <11.4 μmol/L (<2 mg/dL) or <45 nmol (8 µg)/108 leukocytes in the blood buffy coat when the total body pool of ascorbate has fallen to ~300 mg. Depletion studies in the 1970s showed that as little as 6.5 mg vitamin C per day was sufficient to fully replete vitamin C stores and prevent scurvy in human volunteers. Collagen synthesis is dependent on vitamin C and urinary excretion of hydroxyproline showed a significant rise during depletion which normalized during repletion. Experimental wound repair was not influenced by vitamin C supplements during repletion. Inflammation is accompanied by reductions in both plasma ascorbate and LAA concentrations.

The fall in plasma vitamin C concentrations following surgery can be large. A study of 11 patients who underwent hip arthroplasty reported a 76% reduction in the 3 days following the surgery.
surgery proportional with the systemic immune response.\textsuperscript{32} Surgery was also associated with a reduction in the LAA concentration and this was first observed in the 1970s\textsuperscript{80} when it was also noted that the postoperative changes in the LAA concentration were unrelated to the extent of surgical trauma or the volume of blood transfused during operation. These workers reported a 42\% reduction in circulating LAA levels on the third postoperative day and suggested the findings created an argument for the use of ascorbic acid supplements in surgical patients.\textsuperscript{80} However, it was previously shown by American workers in human volunteers that amounts of vitamin C from 4 to 38 mg/d had no significant effects on wound repair.\textsuperscript{79} Instead, the fall LAA concentration is probably the result of the postoperative release of leukocytes from the bone marrow\textsuperscript{81} since these are low in ascorbic acid content.\textsuperscript{80}

The release of leukocytes from the bone marrow is one of the early events occurring in an acute phase response.\textsuperscript{81} On entering the blood, they initially dilute the LAA concentrations but the nascent leukocytes rapidly take up ascorbate from the plasma. Workers studying the sequence of events in patients with the common cold noted that the LAA fell on day 1, remained low during days 2–3 but had normalized by day 5.\textsuperscript{31} The authors also reported they had observed similar changes in patients following a myocardial infarction and Louw and colleagues reported the same phenomenon in 26 adult patients who underwent uncomplicated orthopedic surgery.\textsuperscript{9} They reported a transient reduction in plasma vitamin C concentrations in men (40\%) at 48 hours when CRP concentrations were at their peak.\textsuperscript{9} Similar results were obtained in another hospital study which examined cross-sectional, hospital data from 516 patients on plasma vitamin C and CRP concentrations.\textsuperscript{58} Their data suggested that plasma ascorbate concentrations are reduced by approximately 25\% even when CRP concentrations ranged from 5 to 10 mg/L and observed that median plasma ascorbate concentrations fell below 11.4 μmol/L when CRP concentrations were >20 mg/L.\textsuperscript{58} These data suggest that nascent leukocytes released into the blood start taking up plasma ascorbate early in the inflammatory response.

The endothelium plays a critical role in communicating between the site of trauma or infection and circulating leukocytes. The inflammatory cytokines interleukin-1 (IL-1) and tumor necrosis factor (TNF) up-regulate surface expression of adhesion and integrin molecules including intercellular adhesion molecule (ICAM). These molecules interact specifically with circulating leukocytes, slowing their flow and initiating trans-endothelial migration into infected or damaged tissues.

Circulating leukocytes will phagocytize bacteria as well as scavenging cell debris. The uptake of vitamin C by the newly emerging leukocytes or its presence in plasma may make them more efficient scavengers and ascorbate may serve as an important physiological protecting agent against oxygen radical damage in inflammation.\textsuperscript{82} Alternatively, lowering the concentration of plasma ascorbate in the blood reduces the risk of its reaction with iron. Damaged tissue will release iron into the circulation which is potentially able to react with ascorbate to generate hydroxyl radicals (OH). Tissue iron is normally in the ferric state but reaction with ascorbate generates ferrous iron which is a potent catalyst of the Haber-Weiss reaction in which peroxide and superoxide react to generate hydroxyl radical.

\[
\text{H}_2\text{O}_2 + \text{O}_2^\cdot \rightarrow \text{O}_2 + \text{HO}^- + \text{HO}^- 
\]

The hydroxyl radical is the most powerful of free radicals potentially formed in tissues. It will instantly oxidize any organic material in the immediate surroundings.

The fall in plasma vitamin C during inflammation certainly represents redistribution of the vitamin but it is more difficult to say whether it also indicates an increased requirement. Vitamin C is an anti-oxidant and oxidative stress will be increased during inflammation potentially destroying the vitamin. However, partially oxidized ascorbate (i.e. dehydro-ascorbate) can be regenerated to the reduced form by reduced glutathione (GSH). There is adequate enzymic capacity in tissues to regenerate GSH. The studies of Baker and colleagues found that wound healing was not influenced
by vitamin C supplements and LAA concentrations normalize when health returns without vita-
mamin C supplementation. Therefore, the reductions in plasma and leukocyte ascorbate observed in
inflammation would appear to be transitory and not affecting vitamin C status. There is equivocal
evidence that vitamin C supplements assists humans in some way against the common cold but no
clear mechanism has been demonstrated. However, there is clear evidence that changes in circulating
vitamin C concentrations take place during inflammation with the consequence that vitamin C
status cannot be assessed from plasma ascorbate or LAA concentrations. Cross-sectional hospital
studies suggest that a reliable assessment of status can only be achieved if plasma CRP concentra-
tions are <5 mg/L.58

5.4.2.2 Thiamin (Vitamin B₁)

Thiamin is the essential precursor of the co-enzymes thiamin diphosphate (TDP) and thiamin tri-
phosphate (TTP). Both coenzymes are involved in intermediary metabolism, TDP in the Krebs and
Embden-Myerhof cycles and TTP in nerve function.83 The assessment of thiamin status is based
on the concentration of TDP in the red cell measured by HPLC or the activation coefficient (AC)
obtained from the ratio of the red cell transketolase activity in the red cell haemolsate measured
with or without TDP.84,85 The transketolase AC method is a functional test of status which quantifies
both the total TDP in the red cell as well as the degree of unsaturation in the enzyme. However,
direct red cell TDP measurement by HPLC is a more sensitive and specific assessment of thia-
min status and is probably the method of choice as almost all the red cell TDP is present in the
enzyme.84,86

Inflammation is often associated with a large increase in energy requirements, especially if
accompanied by fever, since a 1°C rise in temperature increases basal metabolism 10%–13%.87 Red
cell TDP concentrations remained stable following uncomplicated surgery.64 In 10 patients 60–83
years old who underwent elective knee arthroplasty, the median (25, 75% quartiles) red cell TDP
increased from 411 (351–540) to 462 (305–552; P = 0.015) at the peak time as monitored by CRP,
but in fact both values were within the laboratory reference range.64 Inflammation was monitored in
the study using CRP and median concentrations increased from <6 to 170 (peak) and was 31 mg/L
at day 7. The lack of any significant elevation in red cell TDP concentrations suggests that inflam-
mation does not interfere with this measurement of thiamin status (Table 5.5).64

5.4.2.3 Riboflavin (Vitamin B₂)

Riboflavin is the precursor for two important co-enzymes flavin mononucleotide (FMN) and flavin
adenine dinucleotide (FAD) which play important roles in intermediary metabolism. Nutritional
status is commonly assessed using a functional test based on the FAD-dependant red cell enzyme
glutathione reductase (EGR).88 Washed red cells are prepared and stored at –20°C. Riboflavin sta-
tus is obtained from the ratio of EGR enzyme activity measured with and without additional FAD.
The ratio is expressed as the EGR activity coefficient or EGRAC.89 Other measurements of status
include urinary riboflavin (per unit creatinine) and red cell riboflavin.77,90

Mobilization of riboflavin from a labile tissue pool during infections may produce artifactual
changes in the biochemical indices of riboflavin status. Indian workers who studied pre-school
children suffering from either measles or other upper respiratory infections and matched controls,
reported significantly higher levels of urinary and erythrocyte riboflavin and EGR activity and
lower EGRAC values. That is, riboflavin mobilization from the tissues appeared to increase mea-
sures of riboflavin status; higher urinary and erythrocyte riboflavin and increased EGR saturation
and lower EGRAC values.90 The observations on EGRAC during infection are not unique. Bates
and colleagues reported an apparent increase in riboflavin status as reflected by EGRAC during
periods of infection in pregnant Gambian women.91

However, studies done on 10 previously-healthy, apparently well-nourished men and women who
underwent elective knee arthroplasty reported no change in red cell FAD expressed per g hemo-
globin and a 37% decrease in median plasma FAD (P<0.001) concentration around 48 hour when
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plasma CRP was maximum. The change in plasma FAD was transient and returned to the pre-operation values by day 7.64

It is obvious that there are conflicting results between the observational field studies and the surgical study. In the surgical study the only effect of inflammation was a transient fall in circulating FAD coinciding with the maximum increase in CRP i.e. the period of greatest effect on vascular permeability.17 In contrast, the field studies suggest that tissue riboflavin was being mobilized into the circulation and into red cells but also being lost in the urine. No urine measurements were done in the surgical study but both sets of results indicate that measurements of riboflavin status during inflammation are unreliable. In addition, the Indian field studies suggest that nutritional status may be adversely affected by infection but this may be a specific observation linked to the infection. Measles is well known to have devastating effects on biological membranes92 and may be responsible for the increase in urinary riboflavin. Mild trauma or infection has minimal effects on riboflavin status but in severe infection, riboflavin status may be impaired due to urinary losses of riboflavin.

5.4.2.4 **Niacin (Nicotinic Acid, Vitamin B3)**

Niacin is obtained from food mainly as nicotinic acid and nicotinamide but the body can also synthesize it from the amino acid tryptophan. Synthesis from tryptophan is quite inefficient since 60 mg are required to produce 1.0 mg niacin and dietary tryptophan is preferentially used to incorporate into proteins and the neurotransmitter serotonin. However, tryptophan makes up about 1% of mixed dietary proteins so a protein intake of 70 g is equivalent to about 12 mg niacin. Red cell niacin concentration is probably the simplest measurement of nutritional status but status can also be obtained by measuring one of the two urinary metabolites, N’-methylnicotinamide or N’-methyl-2-pyridine-5-carboxamide in relation to the creatinine concentration or in a 24 hour sample.93

Niacin is principally used to synthesize the coenzymes nicotinamide adenine dinucleotide (NAD) and the compound with the extra phosphate group, NADP. NAD plays a central role in energy metabolism as it is the first hydrogen receptor in the mitochondrial electron transport chain during oxidative phosphorylation. Hence, niacin requirements are proportional to energy expenditure and recommended intakes are expressed as 6.6 mg niacin equivalents (NE) per 1000 kcal (1.6 mg NE per 1000 kjoule) which in absolute numbers is about 14 mg in adult women and 16 mg in men.72 As previously described there is a 10%–13% increased energy expenditure associated with inflammation65 so some redistribution of tissue niacin concentrations would be expected in association with trauma and inflammation. However, we can find no reports on the effects of infection or inflammation on niacin status as measured by the concentrations of plasma niacin or its urinary metabolites. There are reports that tryptophan degradation into kynurenine by immune cells plays a crucial role in the regulation of immune response during infections and inflammation.94 There are also reports that niacin inhibits vascular inflammation, i.e. plasma concentrations of IL-6 and TNF-α in vivo and in vitro via down-regulating the NF-κB signaling pathway. Furthermore, niacin also modulates plasma lipid by up-regulating the expression of factors involved in the process of reverse cholesterol transport but these effects are linked to the use of niacin as a treatment of vascular inflammation and are not a product of inflammation.95

It is probable that the response of niacin to inflammation is minimal and similar to some of the other B vitamins (e.g. thiamin, folic acid and cyanocobalamin, Table 5.5).

5.4.2.5 **Pyridoxine (Vitamin B6)**

There are 3 main vitamers of vitamin B₆ in blood, pyridoxal-5’-phosphate (PLP), pyridoxal and 4-pyridoxic acid (4PA). PLP is the active co-enzyme form and its concentration is the metabolite most frequently used to measure of vitamin B₆ status.65 A number of indirect methods were used previously including urinary excretion of 4-pyridoxic acid (4PA) or of xanthurenic acid following a tryptophan load and two red cell stimulation tests involving the erythrocyte enzymes aspartate and alanine aminotransferases.71 The latter enzymes formed the basis of functional tests by measuring the enzyme activity with and without PLP however with the advent of improved liquid
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chromatography techniques, the direct measure of plasma PLP concentrations is now considered
the most relevant to status. Over the past 60 years there has been an increased awareness of the importance of vitamin B₆ in human nutrition. Vitamin B₆ is involved in more than 100 enzymatic reactions including the metabolism of amino acids, neurotransmitters, nucleic acids, heme and lipids. It is also involved in energy homeostasis through glycogen degradation and gluconeogenesis. In cross-sectional survey studies of apparently-healthy people, low concentrations of plasma PLP and high aspartate aminotransferase activity coefficients were correlated with concentrations of the acute phase protein ACT. Others have reported low plasma PLP in various diseases. Measurements of plasma and red cell PLP concentrations in 10 pre-operatively healthy patients who underwent elective knee arthroplasty reported a strong inverse relationship between plasma PLP and CRP but no change in red cell PLP concentrations over 7 days. At the peak CRP concentration, the median plasma PLP concentration was half pre-operative values suggesting the plasma PLP concentrations are transiently lowered during the inflammatory response although the red cell PLP concentrations suggest that tissue vitamin B₆ status remained unaltered. Based on hospital data from 1303 patients, Duncan and colleagues suggest that the clinical interpretation of plasma B₆ status can be made only when the CRP concentration is < 5 mg/L.

There is an increased need for energy and protein during inflammation. Muscle protein catabolism is a source of amino acids for APP synthesis and gluconeogenesis, and lipolysis of body fat supplies fatty acids to meet demands for extra energy. As indicated above many of the enzymes needed for these functions are PLP dependent so it is possible that when inflammation is severe, extended or mildly chronic that some PLP is utilized and lost. The principal catabolite of PLP is 4PA and Ulvik and colleagues reported a small increase (P = 0.04) in a Norwegian trial of ~1000 patients with stable angina pectoris which increased after pyridoxine supplementation for 28 days (p = 0.01). The authors noted that plasma 4PA was positively associated with two plasma biomarkers of T-helper cell type-1 immune activation namely neopterin and the kynurenine:tryptophan ratio both before and after the 28 days vitamin B₆ treatment. These results suggested an increased catabolism of vitamin B₆ to the main metabolite 4PA during activated cellular immunity. The positive associations between 4PA and the biomarkers of immune activation indicate an increased depletion of vitamin B₆ associated with the inflammatory response. Dose response curves for the plasma concentrations of the 3 vitamin B₆ vitamers, PLP, pyridoxal and 4PA, suggest the effects take place when plasma CRP concentrations rise above 7 mg/L. Thus, the results were similar to that obtained from clinical records that plasma B₆ status can only be evaluated when plasma CRP concentrations are below 5 mg/L (Table 5.5).

In the Norwegian studies, the authors excluded patients with acute coronary syndrome from the analyses and suggested that their results may extend to a healthy population of a similar age. However, Bates and colleagues did not find any increase in plasma 4PA in a similar sized survey even though plasma PLP concentrations were inversely related with ACT. Unfortunately plasma 4PA concentrations were not measured in the previously-healthy arthroplasty patients and although plasma PLP concentrations fell, red cell PLP remained stable during the inflammation. The evidence suggests therefore that in an apparently-healthy population the effects of inflammation on vitamin B₆ vitamers are mainly due to altered tissue distribution but there is increased catabolism in more acute and chronic disease with a concomitant increase in vitamin B₆ requirements.

5.4.2.6 Folic Acid

Folate functions as a donor of one-carbon units and is essential for the re-methylation of homocysteine to methionine, which is a precursor of S-adenosylmethionine, the primary methyl group donor for most biological methylations. Methylation of DNA is an important epigenetic determinant in gene expression, in the maintenance of DNA integrity and stability as well as nucleotide and DNA synthesis, stability and repair. Thus, folate is necessary to support growth and cell replication and the earliest signs of deficiency are the appearance of hyper-segmented
neutrophilic polymorphonuclear leukocytes followed by a gradual increase in red cell size (mean corpuscular volume) and the appearance of macrocytic anemia.\(^7\) Folate status is assessed using either the concentration of the vitamin in serum or red cells. Serum folate concentrations respond more rapidly to changes in the dietary intake, while the red cell concentration is a more stable biomarker of longer-term intake.

There is very little evidence that either serum or red cell folate concentrations are affected by inflammation. Galloway and colleagues reviewed the literature in 2000 on the changes occurring in commonly-measured vitamins in clinical settings where there was a high risk of inflammation. In patients with major inflammation (CRP 100–200 mg/L) there were no changes in serum folate concentrations. They found no studies looking at minor inflammation (CRP < 15 mg/L) and concluded that serum folate concentrations were a reliable measure of nutritional status in the presence of inflammation (Table 5.5).\(^7\) People who smoke have been observed to show evidence of mild inflammation\(^100\) but a review of the literature on vitamin status in smokers found no evidence that serum folate concentrations were influenced by smoking.\(^101\) More recently a group of smokers in Bangalore in India were found to have low folate concentration which displayed an inverse correlation with inflammation.\(^102\) However, a much larger Asian study of 1000 children 6–8 years from Nepal reported inflammation in 31% and a very weak positive correlation with CRP (r 0.07, P<0.05) but not with AGP (r 0.00).\(^103\) Similar sized studies in Western countries have reported no correlation between serum folate concentrations and inflammation; e.g. the Italian CHIANTI study in over 1000 men and women\(^97\) and the Womens’ Health Initiative Observational Study (WHIOS) in the USA.\(^104\) In the WHIOS, workers measured one-carbon metabolism biomarkers in 988 women who later developed colorectal cancer and a similar number of age- (and other factors) matched controls. Plasma PLP was the only one-carbon metabolism biomarker to show a correlation with inflammation biomarkers. In conclusion, serum folate does not appear to be influenced by inflammation.

5.4.2.7 Vitamin B\(_{12}\) (Cyanocobalamin)

Vitamin B\(_{12}\) status is assessed by measuring the serum concentration of the vitamin usually by microbiological techniques.\(^105\) In vitamin B\(_{12}\) deficiency, serum levels of the vitamin are usually less than 100 μg/L. The vitamin is widely distributed in foods of animal origin so deficiencies are usually restricted to countries where there is poverty and the diet is predominantly vegetarian. Likewise, vegetarians and especially vegans have a high risk of deficiency. Deficiency of vitamin B\(_{12}\) results in megaloblastic anemia and there is a close interrelationship between vitamin B\(_{12}\) and folate as both deficiencies are associated with megaloblastic bone marrow changes and hyper-segmented polymorphonuclear neutrophils in the peripheral blood.\(^7\) Independently of folate, a deficiency vitamin B\(_{12}\) can cause neurological symptoms but usual body stores of vitamin B\(_{12}\) are large enough to last for 5 or more years. Pernicious anemia is due to a deficiency of vitamin B\(_{12}\) but the cause is a defect in the intestinal absorption of the vitamin. There is a lack of an intrinsic factor which is normally secreted by the parietal cells in the stomach to bind to the vitamin and protect it from degradation during its passage through the gut to the distal portion of the ilium where it is absorbed. At high intakes some vitamin B\(_{12}\) can be taken up by passive absorption.\(^93\)

Published reports on serum vitamin B\(_{12}\) and inflammation provide a very similar picture to that of folate. The review by Galloway and colleagues found no evidence that serum vitamin B\(_{12}\) concentrations were influenced by inflammation in hospital patients (Table 5.5).\(^7\) Likewise the review by Northrop-Clewes and Thurnham found no evidence that serum vitamin B\(_{12}\) concentrations were influenced by inflammation in smokers.\(^101\) In the WHIOS, workers measured serum vitamin B\(_{12}\) in ~2000 women but found no relationship with inflammation.\(^104\) Two studies have reported weak positive associations between vitamin B\(_{12}\) concentrations and CRP; a study on 1000 Nepalese children 6–8 years\(^103\) and a study on 98 seriously ill Australian patients.\(^106\) There is no evidence to suggest that these observations are due to anything other than chance. In conclusion, inflammation does not adversely affect vitamin B\(_{12}\) status and the serum concentration appears to be a reliable biomarker of nutritional status in the presence of inflammation.
5.4.3 CAROTENOIDS

The carotenoids are tetraterpenoid compounds responsible for the vivid colors of many fruits, vegetables and flowers. Although there are many hundreds in nature only about 20 are found in human blood\textsuperscript{107} and of these, the ones most commonly measured, are lutein, zeaxanthin, lycopene, \( \alpha \)- and \( \beta \)-cryptoxanthin, and \( \alpha \)- and \( \beta \)-carotene. The compounds are transported by lipoproteins in the blood and widely distributed in the body especially in fatty tissues. They are anti-oxidants and this property may be important in the macula of the eye where lutein and zeaxanthin are concentrated.\textsuperscript{108} However, the most widely recognized function of the carotenoids is to supply vitamin A for which \( \beta \)-carotene and to a lesser extent \( \alpha \)-carotene and \( \beta \)-cryptoxanthin are precursors.\textsuperscript{109}

In studies on apparently-healthy HIV-positive Kenyan adults we found all the main blood carotenoid concentrations were depressed in those with inflammation\textsuperscript{23} suggesting that carotenoids may be consumed or metabolized in the presence of enhanced free-radical activity.\textsuperscript{7} However, the increase in microvascular permeability which accompanies inflammation\textsuperscript{17} can lead to transient falls in blood lipids and the associated carotenoids.\textsuperscript{63} Other workers have also noted that carotenoids were reduced by infection and trauma\textsuperscript{7} and in a separate study, Gray and colleagues measured blood carotenoids in previously healthy patients who underwent elective knee arthroplasty. They showed that when the blood carotenoid concentrations were adjusted for cholesterol or triglycerides, the changes in the post-operative period were no longer significant.\textsuperscript{63} These results suggest that the reductions in blood carotenoids associated with inflammation are mainly due to a redistribution within the tissues and not a change in nutritional status.

There have however been some interesting reports concerning lutein and components of the complement system. The complement system is part of the innate immune defense system and workers have shown that lutein supplements markedly decrease circulating concentrations of some complement end-products in blood of patients with early age-related macular degeneration (AMD).\textsuperscript{110,111} The pathogenesis of AMD is not well understood, but a hallmark of the early disease is the appearance of drusen deposits which accumulate in the space between the retinal pigment epithelium and Bruche’s membrane in the eye. Studies on the molecular composition of drusen have implicated inflammation and particularly the activation of the alternative pathway of complement activation in the retina.\textsuperscript{112} The complement system plays an important role in the defense against microbial pathogens by the classical stimulation route,\textsuperscript{113} but there is also a mechanism whereby systemic activation through the alternative pathway can occur and this is implicated in the pathology of AMD.\textsuperscript{111,113} Raised concentrations of pathogenic complement end-products in the blood of patients with early AMD is further evidence of activation of the alternative pathway and the fact that lutein supplements markedly decrease the complement end-products suggests that lutein may have a biological role in preventing over-stimulation of the complement system.\textsuperscript{110,111}

In conclusion, there is evidence for both redistribution and metabolism of carotenoids in inflammation. Therefore to measure status, carotenoid concentrations should be adjusted for serum cholesterol or triglyceride concentrations. Low carotenoid:lipid ratios may indicate metabolism within the tissues but dietary carotenoid intakes should also be assessed to exclude dietary deficiencies as the cause of a low serum carotenoid concentration.

5.4.4 MINERALS

5.4.4.1 IRON (Fe)

Iron is essential for the synthesis of hemoglobin and because of the high prevalence of anemia in both the developed and developing world there has been enormous effort to investigate markers of iron status. Frequently blood hemoglobin concentrations are used as a proxy biomarker of iron status, but this is inappropriate as there are a number of vitamin deficiencies,\textsuperscript{114} genetic, environmental (altitude) and physiological (smoking) factors which can affect hemoglobin synthesis.\textsuperscript{115}
Biomarkers of iron status include serum iron and its transport proteins namely transferrin, total iron binding capacity (TIBC) and ferritin. Experiments in human volunteers more than 50 years ago showed the rapid influence of infection on serum iron. Concentrations of serum iron and TIBC fell early on exposure of volunteers to virulent *Francisella tularensis*. Serum iron fell significantly below normal variations or the differences between individuals. There were two phases of hypoferremia. The ‘exposure’ phase was a consistent fall of modest magnitude early in the incubation period and was independent of the subsequent illness or its absence. The ‘febrile’ phase hypoferremia was an exaggerated superimposed response related to the severity and timing of the illness. In severe fever; mean serum iron concentrations fell from 1.35 to 0.5 mg/L (–63%). Authors suggested that an endogenous mediating factor was released from neutrophilic leucocytes.116

Serum iron and transferrin display similar characteristics in certain types of cancer and in patients with rheumatoid arthritis. That is, the relationship between the inflammatory response and iron and other trace elements, including zinc and selenium concentrations, appears to persist when the condition is chronic. The data suggest that trace element responses are similar in acute and chronic illness and these biomarkers cannot be reliably used as measures of nutritional status.7

The most important biomarker of nutritional iron status is the concentration of serum ferritin117 but this too is influenced by inflammation.15 In healthy people, low concentrations of serum ferritin are a biomarker for storage iron in the liver. Concentrations below 12 μg/L in children <5 years or 15 μg/L in everyone else indicate very low stores of iron and a high risk of anemia.118 In an apparently-healthy population any increase in ferritin due to covert inflammation distorts the true interpretation of iron status; however it was shown earlier how it is possible to correct serum ferritin concentrations and remove the influence of inflammation (see Section 5.3).3

The changes occurring in iron biomarkers accompanying inflammation initially reflect a redistribution of iron and are orchestrated through the actions of a small protein known as hepcidin.119 The protein is a small cysteine-rich peptide hormone which is homeostatically increased by inflammation and iron-loading and decreased by anemia.120 An increase in hepcidin blocks iron absorption and prevents the release of iron from the reticulo-endothelial system. Apo-ferritin is released into the circulation and presumably scavenges any iron that is released from damaged tissues. The objective of these actions is believed to withhold iron from invading pathogens and assist the host to overcome an infection. Thus, in a short, acute infection or traumatic event, nutritional status with respect to iron is protected. However, where inflammation is chronic, elevated hepcidin concentration will depress iron absorption and iron stores will eventually be depleted, hemoglobin synthesis reduced and anemia of chronic infection (ACD) will result. ACD is well recognized and is a frequent accompaniment of chronic diseases.121 Thus, short infections are unlikely to seriously reduce iron status but where infections are more frequent or become chronic, iron status is likely to fall. Thus, in hospital patients and apparently-healthy subjects, concentrations of serum CRP >5 mg/L will interfere with iron biomarkers and the interpretation of iron status.3

5.4.4.2 Zinc (Zn)

The clinical consequences of zinc deficiency include growth delay, diarrhea, pneumonia, other infections, disturbed neuropsychological performance and abnormalities of fetal development but there is a lack of ideal biomarkers to assess milder zinc deficiency states.122 Less than 1% of total body zinc is found in the blood,123 but nevertheless serum zinc concentration is the only biomarker recommended to assess zinc status by the international organizations such as the World Health Organization (WHO). Zinc is transported in the serum bound principally to albumin (70%). The remainder is bound tightly to α-2-macroglobulin (18%), and other proteins such as transferrin and ceruloplasmin. A very small amount (i.e. 0.01%) is complexed with amino acids, especially histidine and cysteine. Homeostatic mechanisms, regulated by two families of zinc transporters, maintain serum zinc concentrations in healthy persons within a narrow range (about 12–15 mmol/L; 78–98 mg/dL), even in the presence of markedly varying zinc intakes.124 One family, ZnT (Solute-linked
carrier (SLC 30) promote zinc efflux from cells or into intracellular vesicles while the second group (Zip, SLC39) promote extracellular zinc uptake and, perhaps, vesicular zinc release into the cytoplasm. Both the ZnT and Zip transporter families exhibit unique tissue-specific expression, differential responsiveness to dietary zinc deficiency and excess, and differential responsiveness to physiologic stimuli via hormones and cytokines.125

It has been known for more than 40 years that generalized infections cause rapid falls in serum zinc concentrations with a general movement of zinc to the liver.26 For example, mean plasma zinc concentrations fell from 17 to 11 μmol/L (–35%) in human volunteers given F. tularencis infection or live attenuated Venezuelan equine encephalomyelitis virus vaccine; the fall in zinc coinciding with the fever.126 Likewise, after major surgery serum zinc concentrations fell 40%–50% within 6 hours but with lesser degrees of trauma the reduction in zinc may only be 10% (CRP concentrations 20–30 mg/L).7 Part of the fall in zinc concentration will be due to the fall in serum albumin concentration during inflammation. The fall in zinc concentration is mediated by cytokines which promote the uptake of zinc into the liver where it is bound to metallothioneins involved in the production of new proteins.7 In addition, studies using radio-labeled zinc showed increased tissue concentration at sites of inflammation which suggests a localized role in tissue regeneration.127

The effects of inflammation on serum zinc concentrations of apparently-healthy people in the community are less than those seen following major trauma. Brown et al. reported marginally lower zinc (7.0 cf 7.5 μmol/l; not significant) concentrations in children with evidence of inflammation. There were 153 Peruvian children aged 11–19 months of whom 52 (34.7%) had some reported sign of infection and 43 (28.3%) had elevated CRP or leucocytosis.128 Likewise, in our own studies on 163 apparently-healthy, HIV-positive Kenyan adults, we found slightly lower mean zinc concentrations (9.52 cf 8.43 μmol/L, 11%; P <0.015) in those with inflammation (n 97, 60%).66 By identifying those with inflammation, we were able to show that only the adults without inflammation responded to a zinc supplement. In both these studies there appeared to be a far greater effect of dietary zinc deficiency than inflammation on the serum zinc concentrations.

In a recently reported nutritional screen of zinc status in 743 hospital patients there were strong correlations between plasma zinc concentrations and CRP (r² = –0.404, p < 0.001) and albumin (r² = 0.588, p < 0.001) and concluded the impact of the systemic immune response could be largely adjusted for by albumin concentrations.129 Previously, workers from the same laboratory suggested, that the clinical interpretation of plasma zinc concentrations can only be made where CRP concentrations are <20 mg/L.58 In fact in the two community examples given above, CRP concentrations were below this cut off but the inflammation still had residual effects on serum zinc and results could be improved even when mild inflammation was taken into account.66 The effect of trauma on zinc metabolism would appear to be one of redistribution and one report suggests that zinc supplements during inflammation worsen the febrile response.130 Community studies suggest that a dietary deficiency of zinc has a greater effect on serum zinc concentrations than inflammation but that inflammatory markers may assist interpretation of results.66

5.4.4.3 **Selenium (Se)**

Dietary selenium is found as seleno-proteins in both plant and animal foods but wheat and meat are probably the most important sources. In general, seleno-proteins serve as enzymes that catalyze redox reactions. On the basis of response to selenium supplementation, the data from 18 studies indicated that plasma, erythrocyte, and whole-blood selenium, plasma selenoprotein P, and plasma, platelet, and whole-blood glutathione peroxidase (GPX) activity respond to changes in selenium intake.131 Plasma Se, while easily measured, is not a single entity. It has several components, which, with our current knowledge, are currently defined as: two selenoproteins (selenoprotein P and the extracellular GPX3), which specifically contain selenocysteine (SeCys); Se incorporated non-specifically as seleno-methionine in lieu of methionine in albumin and other proteins; and a small amount of non-protein bound Se.132
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Selenium is a negative acute phase reactant and in intensive-care, selenium concentrations were 40%–60% lower in patients admitted for various conditions than those in healthy individuals. The effects of inflammation on serum selenium would appear to be initially a redistribution of the element within the body but a positive clinical response to supplements by some patients may suggest that status is impaired in critical illness. A study of 833 patients referred for nutritional assessment of selenium status reported plasma selenium was significantly and independently associated with CRP ($r^2 = -0.489, p < 0.001$) and albumin ($r^2 = 0.600, p < 0.001$) but, in contrast to zinc, the impact of the systemic immune response could not reasonably be adjusted for by albumin alone. This is presumably because selenium is bound by a number of proteins in plasma and not just albumin. Concentrations of selenium are depressed by quite mild inflammation and workers suggest that a reliable clinical interpretation of selenium status can only be made when CRP concentrations are <10 mg/L.

5.4.4.4 Copper

Copper in blood is bound to the protein caeruloplasmin, so measurements of plasma copper concentrations are influenced by the binding protein and the ratio does not change during injury or infection. Observations on blood copper concentrations and inflammation were first reported more than 40 years ago. In experiments with human volunteers infected with *F. Tularencis* or given live attenuated Venezuelan equine encephalomyelitis virus vaccine, the authors reported mean plasma copper concentrations increased 2–3 days later from 0.85 to 1.05 mg/L (+24%). Surgery has also been shown to be followed by increases in blood copper concentrations. Galloway and colleagues reported that after major surgery serum copper concentrations increased steadily and after one week were 30% higher or after less radical surgery, the increase was 12%. Community studies on 153 young Peruvian children 1–1.5 years of age found significantly greater serum copper concentration associated with infection. The children were recruited to assess rotavirus antibody titers and study diarrhea and other infections following vaccination at 2 months so were not necessarily ‘apparently-healthy’. Evidence of inflammation was present in ~35% of children and their mean copper concentration was ~9% higher than those without inflammation. The authors assessed the effect of the inflammation-associated rise in blood copper concentrations and suggested that inflammation resulted in low copper status being reported only 1% fewer children.

The increase in the carrier protein caeruloplasmin during illness is part of the hypoferremic response to infection, for the ferroxidase properties of caeruloplasmin promote conversion of ferrous to ferric iron. Iron is normally stored in the ferric state so the increase in ceruloplasmin during inflammation may assist the uptake of free ferrous iron to protein-bound ferric iron in transferrin and ferritin. However, the increase in ceruloplasmin in inflammation is a slow response unlike that of ferritin and its main role may be in the restoration of homeostasis following the acute febrile response of infection or trauma. There is no indication that nutritional copper status is affected by inflammation.
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6.1 INTRODUCTION

The stature of human adults reflects individual genotype and those environmental factors that influence child growth and limit the phenotypic expression of the genotype. In describing the changes in the growth of children in Britain since the early nineteenth century, Tanner identified growth as a “mirror of the conditions of society” referring to the “nutritional and hygienic status” of the population (Tanner, 1992). In fact, the industrial revolution and urbanization of the population during Victorian Britain had resulted in very poor conditions for much of British society. This influenced child growth and adult height to such an extent that at the outbreak of the Boer War in 1899 military recruitment standards in terms of acceptable height had to be lowered to find enough men to enlist: the new minimum height for recruits was reduced to five feet. These changes occurred even though the period had seen extensive improvements in public health, especially in “sanitary science,” largely prompted by the series of cholera epidemics starting in the UK in 1831. Thus, both sewage disposal and water supplies improved in the large cities and it may be that without this, child
growth and adult height would have fallen even more than it did. A 1904 government report (Great Britain. Inter-departmental Committee on Physical Deterioration, 1904), identified “urban poverty leading to insufficient food and malnutrition” as a main cause of “ill health, poor physical and mental performance and a general deterioration of the race.” This report is credited with the subsequent introduction of free school meals and other benefits for poor children and their families. The result was an increase in adult height in British men born between 1900 and 1946 of about 1.25 cm/decade, a secular trend in height which continued in those born between 1946 and 1960, albeit at a lower rate of 0.6 cm/decade (Tanner, 1992). Unfortunately, the dreadful conditions in the English cities in the nineteenth century still exist throughout the developing world today with reduced growth a consequence.

Poor growth in children is currently defined as inadequate height, weight, and weight in proportion to height, based on growth standards. Since 2006, WHO has recommended its own Child Growth Standards (WHO, 2006), especially when discussing the issue in global terms. The current terminology is stunting, underweight, and wasting which describe a height-for-age, weight-for-age, and weight-for-height at or greater than 2 standard deviations (SDs) below the median of the relevant standard. Severe stunting or wasting reflects growth failure greater than 3 SDs below the median. Because underweight can reflect either a short stature with normal body composition or actual body weight loss, stunting and wasting are the most informative terms. In practice, the entire spectrum of growth deficits can be expressed as a Z score of the height-for-age or weight-for-height (i.e., HAZ and WHZ). These are values calculated as the differences between the observed values and the growth standards as a fraction or multiple of the SD of the mean values of the standards. Thus, children with negative values of HAZ or WHZ have growth deficits, and values of –2 or more are stunted or wasted.

Globally more children are stunted than wasted, with prevalence rates and burdens in 2012 of 25% or 162 million stunted preschool children compared with 8% or 51 million wasted (UNICEF, WHO, World Bank, 2012; de Onis et al., 2012). Prevalence rates are particularly high in sub-Saharan Africa and South Asia, but some 7% or 5 million children in the developed world are also stunted.

Although it has long been accepted that growth failure can result from multiple environmental influences of which poor nutrition and infection are important, the complexity of the interactions between environmental adverse influences has been recently reviewed by Prendergast and Humphrey (2014) in terms of a “stunting syndrome.” Thus, the multiple pathological changes marked by linear growth retardation in early life are associated with increased morbidity and mortality; reduced physical, neurodevelopmental, and economic capacity; and an elevated risk of metabolic disease into adulthood. This concept also includes the cyclical process connecting maternal nutrition to an intergenerational cycle of growth failure which explains how growth failure is transmitted across generations through the mother (see United Nations System Standing Committee on Nutrition, 2011). This is because small adult women are more likely to have low-birth-weight babies, in part because maternal size has an statistically significant influence on birth weight. Furthermore, children born with a low birth weight are more likely to have growth failure during childhood so that girls born with a low birth weight are more likely to become small adult women. This cycle is accentuated by high rates of teenage pregnancy, as adolescent girls are even more likely to have low-birth-weight babies. A somewhat simplified version of the stunting syndrome is shown in Figure 6.1.

As for the details of the nutritional deficiencies and of the infectious and inflammatory insults which inhibit height growth, in their review of the pathogenesis of stunting, Prendergast and Humphrey (2014) argue that the pathogenesis underlying linear growth failure is surprisingly poorly understood. In this chapter, the intention is to attempt to examine the importance of both nutritional deficiencies and infectious-inflammatory insults in the context of what might be described as a first principles model of growth regulation.
6.2 THE PHYSIOLOGY AND CELLULAR BIOLOGY OF BONE GROWTH REGULATION

The growth potential of an individual in height and overall shape, mainly a function of bone growth, is genetically determined, and each individual will follow a growth curve canalized in terms of both extent and time if conditions are favorable (Tanner, 1979). In the context of this review, favorable conditions include a diet that can exert an appropriate regulatory anabolic drive on growth (Millward and Rivers, 1988, 1989), and provide necessary substrates, in an environment which presents minimal inflammatory challenges. From a detailed analysis of the pattern and associated systemic hormonal changes, Karlberg (1989) identified three additive and partly superimposed phases of postnatal growth from birth to maturity, the ICP model, involving infancy, a continuation of the insulin-dependent fetal phase, childhood, mainly growth hormone dependent and puberty, mainly sex steroid dependent. When interrupted by malnutrition or infection there is usually some period of catch-up growth in weight-for-height (Ashworth, 1974; Ashworth and Millward, 1986; Waterlow, 2006) and in height-for-age (Golden, 1994), i.e., a self-correcting response returning the growth pattern to the individual growth channel.

The nature of the genetic programming is quite complex. Genetic factors are often estimated to account for 80% of the variation in height and genome-wide association studies in adults of recent European origin indicate hundreds of single nucleotide polymorphisms clustered in genomic loci and biological pathways that affect human height (Allen et al., 2010). Nevertheless, these identified variants explain only ~10% of the phenotypic variance with unidentified common variants of similar effect sizes possibly increasing the overall influence to ~20% of heritable variation. The genetic programming of the time course of growth, especially in relation to events in the growth plate which mediate the slowing down of the initial very rapid fetal, early infancy growth phase with eventual cessation of linear growth after puberty, is particularly complex (see Lui and Baron, 2011). Furthermore, the mechanisms that link linear growth to the growth of other organs and tissues are
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also complex. It is suggested that the progressive decline in cellular proliferation throughout the organism results from a genetic program involving the downregulation of a large set of growth-promoting genes (Lui and Baron, 2011).

However nongenetic mechanisms also exist to coordinate growth throughout the organism. Because growth can be considered to be the accumulation of protein-containing structures, with dietary protein also providing a key regulatory and permissive (substrate) role, a protein-stat model of growth control was developed (Millward, 1995). Within this model the overall metabolic demand for amino acids is linked to dietary intake through an aminostatic appetite mechanism that enables protein intake to meet the demand. The demand itself is regulated through a mechanism in which amino acid intake exerts an anabolic drive on the growth plate of the long bones. Lean tissue growth, especially that of skeletal muscle, is also subject to this anabolic drive but this is also linked to linear growth through the specific activation of the synthesis of muscle connective tissue and myofibrillar protein deposition by passive stretching of skeletal muscle by the length growth of the bones to which they are attached. This ensures that skeletal muscle growth occurs at a rate and time course that ensures sufficient muscle mass and strength to allow function to develop with increasing bone length and associated height. With sufficient and appropriate dietary protein and other type II nutrients (see below), which mediate the anabolic drive on the growth plate of the long bones and permit the linked muscle growth, the genetically programmed postnatal growth pattern is enabled. This linkage of long bone growth to the growth of muscle and the rest of the organism is shown schematically in Figure 6.2.

6.2.1 ENDOCHONDRAL OSSIFICATION

The target of the anabolic drive as far as the majority of bone growth which directly influences height (limb bones, ribs, and vertebrae), is endochondral ossification within the growth plate (see Kronenberg, 2003; Long and Ornitz, 2013; Xian, 2014). This starts with the differentiation cascade initiated by stem cell clonal expansion as proliferative chondrocytes, followed by hypertrophy, cartilage matrix secretion, and cell death (probably apoptosis). This forms the mineralized cartilaginous templates, which are in turn replaced by bone tissues through osteogenesis and associated

FIGURE 6.2 Physiological control of long bone growth. Growth of the long bones is the primary driver of growth with skeletal muscle growth linked to bone growth through the passive stretch mechanism (see Millward, 1995).
vascularization. The bone growth which ensues can be envisaged as the combined influence of those systemic endocrine and local paracrine/autocrine anabolic influences, acting together with small molecules which include specific amino acids, such as leucine (see Millward, 2012) and zinc, which mediate signaling cascades via a variety of pathways.

### 6.2.2 ENDOCRINE REGULATION

The endocrine signals of the dietary anabolic drive include insulin, the GH-IGF-1 axis (a mixed endocrine-paracrine-autocrine system), the T4/T3 axis, glucocorticoids, androgens, estrogens, vitamin D, and possibly leptin (Nilsson et al., 2005; Wit and Camacho-Hübner, 2011). Both insulin and IGF-1 act directly on chondrocytes through their specific receptors, although it is likely that they have overlapping functions (Zhang et al., 2014). IGF-1 activity is also modulated through both inhibitory (IGFBP-3) and stimulatory (IGFBP-5) binding proteins, the synthesis of which it controls, at least in cultured rat growth-plate chondrocytes (Kiepe et al., 2005). T3 acts through at least two nuclear receptors, TR-β1 and the splice variant TR-α2 (Abu et al., 1997), and is thought to play an important role in the maturation of new chondrocytes after they have been formed from the appropriate stem cells. Glucocorticoids, androgens, estrogens, and vitamin D all act through nuclear receptors.

One of the principal apparent functions of the endocrine system is to allow rapid growth only when the organism is able to consume abundant and appropriate nutrients, with dietary amino acids and zinc regulating insulin and systemic (and probably local) IGF-1 levels. Thus, during the GH-driven growth phase, growth can only occur when GH can activate the various paracrine growth factors as a result of the appropriate dietary signaling. In the growing rat it has long been known that circulating levels of insulin, IGF-1, and free T3 fall markedly in response to protein deficiency (Jepson et al., 1988; Yahya et al., 1990). The observation that muscle growth and protein synthesis was shown to be directly related to changes in these circulating hormone levels gave rise to the concept of the anabolic drive in which dietary protein stimulates growth through endocrine mediators as well as direct influences of key amino acids (Millward and Rivers, 1988, 1989). Furthermore, in the growing rat, the reduced insulin levels in response to a low protein meal are thought to be a mediator of lower T3 and IGF-1 synthesis rates in the liver. Thus, very marked systemic hormonal and metabolic changes explain much of the slow growth induced by protein deficiency. Zinc deficiency is also involved in changes in these hormones although as discussed below the responses are more difficult to evaluate (see MacDonald, 2000).

However, two points need to be made about these responses. First, in the growing rat, changes in IGF-1 within the epiphyseal cartilage do not show a simple relationship with either protein or proteoglycan synthesis or actual length growth of bone (Yahya et al., 1990). This probably reflects the complexity of the IGF-1, IGFBP, growth factor-paracrine system. Secondly, in children hormonal changes in response to variation in dietary protein and zinc intake are much less marked than in the growing rat, with insulin in particular much less sensitive to amino acid intake. This means that the way in which the dietary anabolic drive on growth operates in children will be much more difficult to unravel.

### 6.2.3 PARACRINE SIGNALING WITHIN THE GROWTH PLATE

This is quite complex (see Kronenberg, 2003; Long and Ornitz, 2013; Lui et al., 2014; Xie et al., 2014) and includes the involvement of IGFs, parathyroid hormone-related peptide (PTHrP), indian hedgehog (IHH), bone morphogenetic proteins (BMPs), wingless/integrated proteins (Wnts), fibroblast growth factors (FGFs), epidermal growth factor (EGF), vascular endothelial growth factor (VEGF), and transforming growth factor (TGF)-β. Vitamin D also acts in an anabolic way within the growth plate (Nilsson et al., 2005) exhibiting an endocrine feedback loop between 1.25 (OH)₂VitD and parathyroid hormone (PTH) and through a functional paracrine feedback loop between 1.25
(OH)$_2$VitD and PTH-related protein (PTHrP) in the growth plate. Thus, 1.25 (OH)$_2$VitD decreases PTHrP production, while PTHrP increases chondrocyte sensitivity to 1.25 (OH)$_2$VitD by increasing VDR production (Bach et al., 2014).

### 6.2.4 Direct Anabolic Influences of Amino Acids and Zinc

Although the endocrine system can mediate nutritional influences on the growth plate, the extent and nature of direct anabolic influences of nutrients such as amino acids or zinc on endochondral ossification is poorly understood. For example, chondrocyte development in cell culture has long been known to be sensitive to amino acid levels (Ishikawa et al., 1986), but whether such direct effects of amino acids involve leucine, which acts through the mTOR/S6 signaling pathway to regulate protein synthesis in muscle (see Millward, 2012), mediating similar changes within the chondrocyte, is not known. However, Chen and Long (2015) have recently reported that mTORC1 signaling does promote osteoblast differentiation from preosteoblasts in mouse primary calvarial cells, so it might be expected that similar signal-transduction pathways operate in chondrocytes.

A role for zinc within the growth plate would be expected from the growing understanding of zinc’s structural, catalytic, and regulatory functions throughout the organism. As much as 10% of the human genome codes for proteins with zinc-binding domains (see Cousins et al., 2006). Zn$^{2+}$ acts as an activator or coactivator of a variety of proteins by providing a structural scaffold, for example in the form of zinc fingers and zinc clusters (Prasad, 1995). In fact, there are more than 100 Zn$^{2+}$-dependent enzymes and more than 2,000 Zn$^{2+}$-dependent transcription factors in mammals (Andreini et al., 2006). Labile Zn$^{2+}$, in extra and intracellular compartments, exerts a wide range of influences on cellular functions with an imbalance in Zn$^{2+}$ homeostasis linked to dysfunction; a role of the Zn$^{2+}$ in growth-related signaling is emerging.

Because Zn$^{2+}$ may also be overtly toxic when accumulated in excess in cells, the organism has evolved specific pathways to homeostatically regulate its availability through a complex array of transporters which mediate intracellular zinc trafficking as well as Zn-binding proteins, the metallothioneins (MTs), through which zinc signaling occurs.

Zn transporters are from either the ZnT family (ZnT1-10), which reduce intracellular zinc availability by mediating Zn$^{2+}$ efflux from cells or influx into intracellular vesicles, or the ZIP family (ZIP1-14), which increase intracellular zinc availability by promoting Zn$^{2+}$ influx from the extracellular fluid or intracellular vesicles into the cytoplasm. The most clearly defined evidence for transporter-mediated signaling roles for Zn has been derived for the ZIP family. Children affected by the recessive condition acrodermatitis enteropathica (AE) have low serum concentrations of Zn because of mutations in the intestinal Zn transporter ZIP4 (see Fukada et al., 2008). Cousins et al. (2010) identified ZIPs 6, 8, and 10 with signaling processes, and ZIP13 and 14 are also now known to be involved. For example, in human osteoarthritis cartilage, ZIP8 is specifically upregulated resulting in increased levels of intracellular Zn$^{2+}$ in chondrocytes, which upregulates expression of matrix-degrading enzymes as a result of Zn activation of the metal-regulatory transcription factor-1 (MTF1; Kim et al., 2014). Fukada et al. (2008) have shown that ZIP13 knockout mice show changes in bone, teeth, and connective tissue reminiscent of the clinical spectrum of human Ehlers-Danlos syndrome (EDS), which are a group of genetic disorders affecting connective tissues. Importantly, the ZIP13 knockout mice show defects in the maturation of osteoblasts, chondrocytes, odontoblasts, and fibroblasts, which reflect impairment in bone morphogenic protein (BMP) and TGF-β signaling. Furthermore, homozygosity for a ZIP13 loss of function mutation has been detected in siblings affected by a unique variant of EDS that recapitulates the phenotype observed in ZIP13-KO mice, of which short stature is a component.

ZIP14, which controls G-protein coupled receptor (GPCR)-mediated signaling, has also been implicated in growth regulation at the level of GPCR-cAMP-CREB signaling (Hojyo et al., 2011). Thus ZIP14 knockout mice exhibit growth retardation and impaired gluconeogenesis, which are
attributable to disrupted GPCR signaling in the growth plate, pituitary gland, and liver. In this case, the decreased signaling is a consequence of the reduced basal level of cyclic AMP caused by increased phosphodiesterase (PDE) activity in ZIP14-KO cells. This suggests that ZIP14 facilitates GPCR-mediated cAMP-CREB signaling by suppressing the basal PDE activity.

Taken together, these examples show that the availability of Zn\(^{2+}\) could influence the regulation of growth in diverse ways, although much remains to be learned about the level of zinc transport and signaling within the growth plate.

### 6.3 NUTRITION AND GROWTH

Golden (1988, 1991) introduced the concept of classifying nutrients according to their influence on growth. In this system, Type I nutrients, the largest group, have specific functions in one or a limited number of biological pathways. Their deficiency can be easily identified through a failure of the process with which they are uniquely involved (e.g., vitamin C and scurvy, iron and anemia, iodine and thyroid hormone deficiency, and so on). Although the deficiency of type I nutrients may influence growth, such as with iron or iodine deficiency, this is usually a late response to their deficiency and their deficiency is easily identified. Type II nutrients, a smaller group, are those involved in a widespread range of pathways and functions. Their deficiency is difficult to identify because apart from growth failure there are no other specific indicators of this. However, growth inhibition is an immediate response to their deficiency. Golden identifies type II nutrients as protein (specifically nitrogen and indispensable amino acids), zinc, phosphorus, and the main electrolytes potassium, sodium, and magnesium. Of these, there is evidence that deficiencies of protein and zinc can occur in the human diet, and there is very limited evidence for phosphate deficiency occurring through a dietary lack (see Waterlow, 2006), although it is generally believed that phosphate deficiency is likely to be very rare. Protein and zinc deficiency are particularly important for populations consuming diets based on starchy roots with little or no animal source foods as discussed below.

#### 6.3.1 GROWTH REGULATION AS OBSERVED IN ANIMAL MODELS

##### 6.3.1.1 Protein

The protein-stat model was developed from a detailed study of the nutritional regulation of bone length growth in the rat, a species for which the consequences of undernutrition and protein deficiency are well understood (Yahya and Millward, 1994; Tirapegui et al., 1994; Yahya et al., 1994). The specific effects of dietary protein on bone growth in the rat are shown in Figure 6.3. There is a marked slowing of length growth in response to protein deficiency although this response is delayed for at least 3 days. However, after this time there are graded reductions with reduced protein intakes. A similar dependence on dietary protein levels was observed during refeeding. Catch-up growth in weight commences immediately in most dietary groups, but bone growth recovers slowly at a rate that reflects the dietary protein intake over a wide range of protein intakes. Most importantly, differences in length growth occur between the three highest intakes (9%, 12%, and 20% protein), even though the rate of body weight and muscle growth is maximal at 9% protein and does not differ markedly between these levels. Thus, the influence of dietary amino acids on bone length growth can be observed at intakes above those necessary to ensure maximal rates of whole body protein accretion.

These influences of dietary protein on linear bone growth seem more powerful than influences exerted by energy intake. While food restriction has long been known to inhibit linear growth (Dickerson and McCance, 1961), the specific effects of energy deficiency, independently from protein deficiency, are more difficult to evaluate. Figure 6.4a shows experiments in which energy restriction was imposed either by feeding 25% of normal intakes or by total starvation. While weight loss occurred in both groups, the length of the tibia continued to increase in the energy-restricted...
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and starved groups, albeit at reduced rates. Only with corticosterone treatment at doses that resulted in plasma levels observed after prolonged starvation was linear growth inhibited immediately. In Figure 6.4b the effect of progressive food restriction with constant protein intakes (i.e., diets containing increasing concentrations of protein) is shown. Although body weight growth was arrested in all groups, with weight loss in the severely restricted rats, some tibial length growth continued at all levels of energy restriction with a slow development of inhibition. A comparison of the relative influences of protein as opposed to energy deficiency on bone growth in these studies indicates that protein deficiency is the most powerful influence. Thus, in the most severely energy-restricted group (25% ad libitum intake), while body weight fell by 20% (Tirapegui et al., 1994), tibial length growth was similar to or even greater than in rats that were maintaining body weight and fed

FIGURE 6.3  Effects of dietary protein on bone growth. Total tibia length was measured radiographically (a) in rats in which growth inhibition was induced by ad libitum feeding of low protein diets for up to 7 d, and (b) in rats during catch-up growth on increasing dietary protein levels after complete growth inhibition (21 d of a 0.5% protein diet). (Data are from Yahya ZAH and Millward DJ, Clin Sci., 87, 213–224, 1994.)

FIGURE 6.4  Effects of dietary energy restriction and corticosterone (CS) on bone growth. (a) Experiment 1. Energy restriction imposed either by feeding 25% of normal intake or by total starvation. Corticosterone treatment, 100 mg/kg daily, resulted in plasma levels observed in rats after prolonged starvation (b) Experiment 2. Energy restricted diets included increased protein concentrations to maintain constant protein intakes of the ad lib diet (12% protein). (Data are from Tirapegui JO et al., Clin Sci., 87, 599–606, 1994.)
protein-deficient diets (7% or 3.5% protein) for a similar period. Taken together, these experimental data strongly support a dietary control mechanism for linear growth in which protein intake is the most powerful macronutrient influence. They also show how one of the components of inflammation (i.e., high levels of corticosteroids) is a powerful inhibitory factor.

As indicated above, the cellular mechanisms of these changes in bone length growth involve complex paracrine signaling systems, but little is known about how amino acids and other nutritional signals activate the pathways. However, protein synthesis is ultimately a target. The delayed inhibition of linear growth by protein deficiency, as indicated in Figure 6.4a, reflects the parallel inhibition of both growth plate protein synthesis, through reductions in both ribosomal capacity (RNA/protein ratio) and activity (protein synthesis/RNA) and in proteoglycan sulfation (Yahya et al., 1994). In contrast, the inhibition of length growth by energy deficiency or corticosteroids was dissociated from and preceded inhibition of protein synthesis and 35S uptake. These responses were only observed in the most severely restricted groups or after prolonged corticosterone treatment. It is possible that this reflects an elevation of rates of proteolysis and proteoglycan degradation associated with elevated corticosterone levels.

To summarize then, while dietary protein has a clear, specific regulatory influence on bone growth, the cellular mechanisms of that influence remain to be discovered.

6.3.1.2 Zinc

Hambidge and Krebs (2007) reviewed the challenges associated with zinc deficiency and identified zinc as a micronutrient of exceptional biologic and public health importance, especially in relation to prenatal and postnatal development. This view is consistent with Golden’s identification of zinc as a type II nutrient likely to be important in the control of growth. The growth of skeletal muscle is dependent on the zinc supply because it has been shown repeatedly that the zinc concentration of muscle never falls when the dietary zinc supply is limited. This was shown in rat studies which involved feeding diets in which there was a complete absence of dietary zinc (Giugliano and Millward, 1984). Some limited muscle growth occurred, with zinc supplied from bone which showed a marked fall in zinc content. Also during the rapid catch-up growth of malnourished children in the recovery phase on a high-energy soy-based formula, unless additional zinc is added growth eventually slows, fat is mainly deposited, and the energy cost of growth increases. With added dietary zinc, growth is more rapid with a lower energy cost per gram of weight gain, because increased lean tissue deposition occurs (Golden and Golden, 1981). As for longitudinal growth, the challenge is in demonstrating this type II nutrient role of zinc from the perspectives of both the identification of the extent of zinc deficiency in stunted children and of the cellular mechanisms through which zinc acts to mediate linear growth.

From the outset, animal studies clearly showed that the inhibition of growth is a cardinal symptom of zinc deficiency (Williams and Mills, 1970). Subsequent studies have suggested that reduced growth factor levels and reduced anabolic signaling within the growth plate are a feature of zinc deficiency, although it has proved extremely difficult to demonstrate this, yet alone dissect the mechanisms in any detail. For example, Rossi et al. (2001) showed after 28 d of a very low zinc (ZD) diet, when compared with both well fed and pair fed (PF) animals, there were reductions in ponderal growth, femur weight and length, and circulating IGF-1, altered bone mechanical properties, markedly lowered bone zinc, and reduced thicknesses of both the overall growth plate and hypertrophic cartilage. However, apart from the markedly reduced bone zinc content and a different bone histology of the ZD and PF rats, the differences between the ZD and PF animals were in fact generally small. The authors’ interpretation of this is that the bone growth failure in the ZD animals reflected a severe reduction in bone growth mediated by growth plate dysfunction compared with a less severe reduction of bone growth coupled with an increase in bone remodeling in the PF rats (more osteoclasts per unit of trabecular surface). However, a detailed examination of the behavior of the severely zinc-deficient rat shows it to be a generally unsatisfactory model for investigating the role of zinc in growth regulation and how zinc-poor human diets might limit growth. The
marked inhibitory effect of a severely zinc-deficient diet on appetite and the characteristic feeding behavior raises problems that simple pair feeding studies do not overcome. As we (Giugliano and Millward, 1984) and others have shown, zinc-deficient rats exhibit cyclic changes in food intake and body weight mediated in part by cycles of catabolism associated with elevated corticosterone (Giugliano and Millward, 1987). These cyclic gains and losses of body and organ weight result in a redistribution of zinc from bone to muscle and some other tissues allowing some limited muscle growth to occur. However, the detection of an influence of the zinc deficiency per se requires careful studies throughout the anabolic and catabolic phases of the food intake cycling. When this was done, it was clear that during the period when the appetite was transiently restored and food intake occurred, insulin secretion remained low so that plasma insulin levels were unresponsive to changes in food intake. Consequently, the insulin-dependent ribosomal translation phase of protein synthesis in skeletal muscle was markedly lower than observed in Zn-replete well-fed rats. Thus, although a major part of the growth failure in this zinc-deficient rat model involves a corticosteroid-induced blockade due to anorexia and reduced food intake, the inability of the animal to respond to food intake when appetite returns, with sufficient insulin to fully activate the translational phase of protein synthesis, constitutes an important additional reason for the impaired growth. This shows that there is a zinc deficiency–induced impairment of the anabolic drive at the key initial step of insulin production.

One attempt to overcome this anorexia problem in the zinc-deficient rat model has involved the use of megestrol acetate, a synthetic progestin used clinically to correct anorexia in patients with cancer or AIDS. Browning et al. (1998) showed that for rats treated with this compound and fed a zinc-deficient diet, although food intake and serum IGF-I levels were maintained, growth inhibition persisted in the zinc-deficient rats. This is a relatively unambiguous demonstration of the inhibition of the anabolic signaling by IGF-I with zinc deficiency. Further investigations by these workers (MacDonald et al., 1998) demonstrated the need for zinc in the IGF-1 mediation of cell division in cultured 3T3 cells, but the localization of the zinc-dependent step in this pathway has proved to be difficult. One possibility is a specific step in calcium-dependent mitogenic signal transduction through the IGF-I receptor protein kinase C (PKC) pathway (MacDonald, 2000), which is significant because PKC is a zinc metalloenzyme.

The regulatory systems which maintain zinc availability over a wide range of intakes mean that the detection of zinc deficiency in terms of Zn concentrations in plasma, serum, and other tissues is very difficult. Furthermore, the very complexity of intracellular zinc metabolism especially in terms of its multiple signaling functions as briefly summarized above means that the identification of its role in the regulation of endochondral ossification within the growth plate at the level of stem cell recruitment, active proliferation, differentiation, apoptosis, and mineralization is only slowly becoming apparent.

6.3.2 Human Studies of Nutrition and Growth

As would be expected from Figure 6.1, in many communities where growth failure occurs, it can be difficult to disentangle poor nutrition from other adverse environmental influences, such as infections or environmental enteric dysfunction (discussed in detail below). The main nutritional feature of the diets of stunted children in developing societies is that they are plant based and often limited to staples, of which starchy root crops are nutritionally poor, with few vegetables or pulses and often little or no animal source foods. However, plant-based diets can be nutritionally adequate. Thus, studies of child growth in developed countries within vegetarian communities (e.g., O’Connell et al., 1989) have indicated that for vegans who strictly avoid animal foods, growth may be near normal among educated communities in which the principles of protein complementation are observed and children are supplemented with known limiting nutrients (e.g., with vitamins A, D, and B12). With diets where supplementation does not occur and when foods are restricted, as with the macrobiotic diet, retarded growth is observed (Dwyer et al., 1983). In fact, the children...
within a Netherlands macrobiotic community raised in sanitary environments and relatively good socioeconomic conditions are a widely quoted example of stunting as a consequence of poor nutrition alone. The macrobiotic diet is a vegan diet based on cereals (mainly rice), vegetables, legumes, and marine algae; small amounts of cooked fruit; and occasional fish but no meat or dairy products. The height growth of these children falters after 4 months to a rate which is 3.5 cm/yr less than normal (Dagnelie et al., 1994). Some catch-up occurs in adolescence, and importantly the extent of this reflects divergence from the strict macrobiotic regime in terms of the amount of dairy foods consumed (Van Dusseldorp et al., 1996). Which aspect of the macrobiotic diet is responsible for the growth failure has not been identified, however.

Most studies of growth failure in the developing world are more difficult to interpret in terms of an uncomplicated, nutritionally poor diet. Thus, longitudinal studies in severely stunted infants and preschool children in Guatemala showed no benefit of supplementation with good quality protein (such as atole, dried skim milk, and cereal) or energy alone even though many of them consumed more energy and much more protein than their requirements (Martorell and Klein, 1980). Malcolm’s studies of the Bundi children in Papua New Guinea (Malcolm, 1970a; Lampl et al., 1978, discussed in detail below) indicated very severe stunting and small adult height associated with a nutrient-poor, bulky diet of mainly sweet potato and taro providing protein at only 3% dietary energy and low levels of most other nutrients. Malcolm argued that with the establishment of a mission school and health services in the 1950s, prevalence of severe malnutrition had fallen markedly and there were few signs of overt deficiency or morbidity other than stunting. Malaria rates were low at 3%–7% but diarrhea and dysentery did occur and accounted for a quarter of the admissions to the mission hospital. However, given this evidence of infection, Malcolm’s assertion, “It is unlikely that disease is a significant factor in the slow growth rates in Bundi,” has been challenged (Garn, 1972).

Thus interventions, rather than observational studies, are more likely to be informative and many nutritional interventions aimed at stimulating height growth in children have been reported, as well as observational studies of height growth in relation to a range of dietary and other factors (for reviews see Golden, 1988, 1994; Waterlow, 1992; Allen and Gilliard, 2001; Hoppe et al., 2006; Allen and Dror, 2011). Here the purpose is to identify the extent to which stunting in children reflects deficiency of energy and other specific nutrients, especially protein and zinc as indicated by animal studies.

### 6.3.2.1 Energy Intake

As discussed by Allen and Gilliard (2001), it is difficult to interpret associations between energy intake and growth because when food energy intake is low, intakes of many other nutrients will also be inadequate. However, the introduction of the term protein-calorie malnutrition in the 1960s resulted in a debate into the extent of a protein as opposed to a food or energy gap (e.g., Hegsted, 1972) and this was examined with intervention studies. Gopalan et al. (1973) reported an intervention with an energy-rich, low-protein supplement (310 kcal and 3 g protein/day), given to undernourished children in India. They were consuming a cereal-based diet with some buffalo milk, judged to provide sufficient protein but inadequate energy. The intervention increased both height and weight gain over 14 months. This is shown in Figure 6.5a. Furthermore, during the study there was an outbreak of measles enabling the interaction between measles and the supplement to be examined over 6–8 weeks after the infective episode. The changes in height are shown in Figure 6.5b. In the unsupplemented group, height gain was considerably depressed, with some weight loss, in children who had developed measles compared with the noninfected children. In marked contrast, in supplemented children, gain in height and weight were similar, whether or not they had developed measles, and these increases were similar to those of the 50th percentile of American children. The authors commented that although their results may be generally applicable to poor communities.
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Consuming mainly cereals and some legumes and pulses, they may not be applicable to children where the staples, such as plantains, are less nutrient dense.

The Bundi children in Papua New Guinea studied by Malcolm, all severely stunted, may have been energy deficient to some extent (Malcolm, 1970a, b). The diet of the community was very bulky and low fat, comprising mainly sweet potato and taro, providing only 3% dietary protein calories, and children in the mission school with restricted meal times may have eaten less food and were more stunted than village children who ate continuously. He observed a small increase in height growth when the children ate 60% more food (a lower increase than observed with skim milk; see below) but no increase with additional fat energy (see Figure 6.6, Experiment 2).

**FIGURE 6.5** The effect of supplements of energy on growth of undernourished children in India. The supplement was an energy-rich low-protein supplement (310 kcal and 3 g protein/day) given to undernourished Indian children consuming a cereal-based diet with some buffalo milk for 14 months. (a) shows height and weight increases over 14 months in the various age groups. (b) shows growth over 6–8 weeks in the various age groups during which time there was a measles outbreak. (Data are from Gopalan C et al., *Am J Clin Nutr.*, 26, 563–536, 1973.)

**FIGURE 6.6** Data from Malcolm’s supplementation trials with the Bundi children. Experiments 1 and 2 from Malcolm, 1970; Experiment 3 from Lampl et al., 1978. The additional zinc and iodine intakes are estimates from the published composition of skimmed milk powder.

Consuming mainly cereals and some legumes and pulses, they may not be applicable to children where the staples, such as plantains, are less nutrient dense.

The Bundi children in Papua New Guinea studied by Malcolm, all severely stunted, may have been energy deficient to some extent (Malcolm, 1970a, b). The diet of the community was very bulky and low fat, comprising mainly sweet potato and taro, providing only 3% dietary protein calories, and children in the mission school with restricted meal times may have eaten less food and were more stunted than village children who ate continuously. He observed a small increase in height growth when the children ate 60% more food (a lower increase than observed with skim milk; see below) but no increase with additional fat energy (see Figure 6.6, Experiment 2).
In an INCAP longitudinal study of infants and preschool children in Guatemala provided with a good-quality protein (such as atole) or energy alone, energy intake was the strongest predictor of both linear growth and weight increase (Martorell and Klein, 1980). However, the supplements did contain some micronutrients and thus their intake covaried with energy intake. That said, the supplemented children remained severely stunted, even though many of them consumed more energy than their requirements, and their protein intakes were two to three times higher than recommendations.

6.3.2.2 Protein Intake

Contrary to popular belief, the protein requirements of young children are low in terms of the P:E ratio of the requirement: the safe level is about 5% energy for preschool children, although energy requirements are high (WHO, 2007a) so that absolute protein requirements per kilogram are higher than for older children and adults. This means that with the exception of some very low-protein starchy-root staples like plantain, cassava, taro, and sweet potato, most diets and especially cereal-based diets provide more than adequate amounts of protein if a sufficient amount is consumed to meet the energy requirement. The challenge is to define the lower and upper limits of the range of P:E ratios of intakes, which ensures that the genotype in relation to stature can be expressed.

During exclusive breast feeding, length growth is generally considered to be optimal with protein intakes much lower (about 6%–7% P:E) than at any other stage during childhood. Furthermore, in what is probably the most thorough and detailed analysis of the growth and nutritional intakes of healthy, breast fed (BF) or formula fed (FF) infants in the US during the first year of life by Dewey and her colleagues, linear growth did not differ between BF and FF infants and was independent of protein intake for both groups. However, the much lower protein intakes of the BF infants were associated with lower weight, lean body mass, and fat mass gain (Heinig et al., 1993). Thus, the BF infants were the same length but leaner than FF infants at one year of age. Furthermore, the BF infants had lower morbidity than the heavier FF infants implying that the higher weights carried no advantage. Räihä et al. (2002) also found no difference in length growth in infants fed either breast milk or experimental formulae with protein intakes either higher than or similar to breast milk. Whether this means that during the infancy insulin-dependent growth phase (as defined by Karlberg, 1989) linear growth is insensitive to dietary signals or that the threshold for dietary proteins’ influence is below the lowest level of intake observed in healthy breast or formula-fed infants is not known.

In developed societies, the change to a diet based on family foods at weaning involves a dramatic increase in protein intake to levels considerably in excess of requirements. For example, Hoppe et al. (2004) report dietary P:E ratios of 13% in Danish infants at 9 months. This is at least twice the P:E ratio of breast milk and these and even higher values appear to be maintained among children in the Nordic countries up to puberty (Hörnell et al., 2013). The consequences of this increase in protein intake for linear growth and whether any influence is desirable is a controversial and complicated issue. This is mainly because of the possibility of a link between higher protein intakes, fat gain, and obesity, and because there are currently inexplicable links between the food sources of the higher protein intakes and height growth. In their systematic review of protein intakes and growth of children in the Nordic countries up to puberty Hörmnell et al. (2013) concluded that a higher protein intake in infancy and early childhood is convincingly associated with increased growth and higher body mass index in childhood, and that increased intake of animal protein in childhood is probably related to earlier puberty, outcomes not viewed as desirable. However, the review is not entirely satisfactory since little attempt was made to disentangle weight gain associated with height gain from increased BMI and fat mass. For example, a study in healthy Danish children examined at 9 months and followed up at 10 years, showing that protein intakes at 9 months were significantly correlated with infant length and with weight and length at 10 years, was included as a study “seeing a positive association between protein intake and growth, and/or BMI.” In fact, in this study there was no relationship between protein intake at either age and body fatness at 10 years expressed as
%BF or BMI (Hoppe et al., 2004). This group also reported that in healthy Danish preschool children, height was positively associated with total protein intakes (Hoppe et al., 2004), of which milk but not meat protein was the main dietary correlate with height. As discussed below this may be an example of the “milk effect” on growth. The issue of excess protein intakes and obesity in late childhood and adult life requires further clarification.

For cereal-based diets with minimal animal source foods it is not clear how well linear growth can occur in the best circumstances given the often occurring dietary limitations of micronutrients and minerals, as well as the suboptimal protein quality. The high P:E ratio of cereals, especially that of wheat, means that the lysine limitation is to some extent offset by the higher protein intakes, although digestibility may limit the protein quality of cereals like millet. However, there is evidence that improving the protein quality of cereals can increase height growth, the example being maize. Like all cereals, maize protein has low levels of lysine but uniquely zein, the main storage protein of maize, is also low in tryptophan, hence its association with pellagra (niacin deficiency). However, with selective breeding, maize varieties have been developed with much higher levels of lysine and tryptophan. They also have agronomic properties, which make them viable alternatives to the traditional maize variety. The best known is Quality Protein Maize (QPM), developed in the 1960s and shown with studies on young men to have a biological value of its protein comparable to that of most animal proteins (Young et al., 1971). In fact, while the protein content is unchanged, the concentrations of lysine, tryptophan, the sulfur amino acids, and threonine are increased by 50, 75, 90, and 40% respectively. Graham and colleagues in Lima, Peru, showed that QPM would support height growth comparable to that observed with a cow milk formula, when fed as the sole source of dietary protein, fat, and energy for rapidly growing young children (Graham et al., 1990). It should be noted that the QPM was fed with micronutrient and mineral supplements so that this study evaluated only the quantity and quality of the dietary protein, not the overall nutritional quality of the maize. Since these initial studies, the introduction of QPM has been relatively slow, but trials comparing QPM and normal maize have now been reported with a recent meta-analysis of community-based studies (Nilupa et al., 2010). Although the reported studies vary in quality and few were peer reviewed, the meta-analysis of nine studies that reported on both weight and height indicated a positive effect of QPM on growth of young children. Specifically, consumption of QPM instead of conventional maize resulted in a 12% increase in weight gain and a 9% increase in height gain in infants and young children with mild-to-moderate undernutrition from populations in which maize is a significant part of the diet.

These growth effects are small but they reinforce the evidence from the studies of Danish infants that dietary protein and specifically dietary indispensable amino acids are important regulators of human height growth as in the animal models. On the other hand, sufficient or even excess dietary protein intake may not be able to prevent the stunting observed in poor communities. Thus, the Nutrition Collaborative Research Support Program (CRSP) found that linear-growth faltering was prevalent in preschool children in Egypt, Kenya, and Mexico, even though their intakes of protein and essential amino acids were adequate (Beaton et al., 1992).

6.3.2.3 Zinc Intake

The prevalence of zinc deficiency is difficult to assess because of a lack of simple status indicators (Hambidge and Krebs, 2007). However, it is widely believed to be widespread in developing countries because of low intakes of zinc-rich animal products; diets high in phytates, which inhibit zinc absorption; and zinc losses due to diarrhea. Wessells and Brown (2012) estimated the country-specific prevalence of inadequate zinc intake, from absorbable zinc content of the national food supply (from national food balance sheet data), and estimates of physiological requirements for absorbed zinc. They estimated 17.3% of the world’s population to be at risk of inadequate zinc intake, with prevalence of inadequate zinc intake ranging from 7.5% in high-income regions to 30% in South Asia, and with countries in South and Southeast Asia,
sub-Saharan Africa, and Central America having the greatest risk of inadequate zinc intake. Within 138 low- and middle-income countries, the prevalence of inadequate zinc intake was correlated with the prevalence of stunting in children under 5 years of age and explained almost a quarter of the between-country variation in stunting. Clearly the best evidence of dietary zinc deficiency contributing to stunting will come from supplementation trials which have been reviewed by several authors. Allen and Gilliard (2001) commented that in terms of pregnancy and birthweight, evidence for the efficacy of zinc supplements was mixed with the majority of studies identifying no influence. For children, benefits of zinc supplementation include reductions in the duration and severity of both diarrhea and dysentery and of acute lower respiratory infections (Allen and Gilliard, 2001), all of which may indirectly influence height growth. Randomized, controlled trials of zinc supplementation for children have produced varying degrees of growth response. A 1997 meta-analysis of twenty-five studies revealed that there was an overall small, but highly significant impact of zinc supplements on height, but only in children with initial HA Z-scores less than –2.0 (Brown et al., 1997). Because of this, the *Lancet* series on Maternal and Child Undernutrition recommended zinc supplementation as an effective intervention to reduce morbidity and prevent stunting (Bhutta et al., 2008). However, a more recent meta-analysis of the influence of micronutrient supplementation (vitamin A, iron, or zinc) on growth of preschool children, which for zinc included most of the studies assessed in 1997 and 32 additional data sets, found that for a total of 53 data sets, changes in height were positive for 30 studies and statistically significant for 11, but the overall weighted mean effect of zinc was small and not statistically significant, as was also the case for vitamin A and iron (Ramakrishnan et al., 2006). Only in the case of multiple supplementation of at least three micronutrients (27 data sets from 20 studies) was there a significant change in height, albeit quite small (mean effect size of 0.09 [95% CI: 0.008, 0.17]). Eighty percent of these data sets involved vitamin A, iron, and zinc, with some also containing iodine, selenium, and copper. As the authors comment, it would appear from the literature to date that micronutrient interventions, whether single or multi-nutrient, appear to do little to prevent stunting per se. An intervention in 6-month-old peri-urban infants in Guatemala, many of them (22%) stunted, involving small amounts of bovine serum concentrate, with or without zinc, iron, iodine, selenium, and a range of vitamins given for 2–8 months, did not affect growth velocity or rates of infection (Begin et al., 2008). In fact, the prevalence of stunting increased to 50%.

### 6.3.2.4 Iodine Intake

Iodine deficiency is seldom included in discussions of the nutritional etiology of stunting, yet globally, it is estimated that 2 billion individuals have an insufficient iodine intake, with South Asia and sub-Saharan Africa particularly affected. Even after the widespread introduction of salt-iodination programs, globally, 30% (241 million) of school-age children are estimated to have insufficient iodine intakes (Zimmermann, 2009; Andersson et al., 2012). As discussed below it may well be that the Bundi children studied by Malcolm in Papua New Guinea were iodine deficient. Given the importance of the T4/T3 axis for growth and development, and the fact that severe iodine deficiency results in severe growth retardation, it might be expected that in otherwise unsymptomatic iodine deficiency, growth faltering would occur. However, evidence that this is the case is scarce. Most RCTs of iodine supplementation have involved pregnancy and generally aim to prevent irreversible brain damage associated with cretinism (Zimmermann, 2012), and of these, a recent systematic review identified only two studies that reported on child growth observing no improvements (Zhou et al., 2013). However, inadequate iodine intake in infants and children is the key concern as far as growth is concerned. In this case, iodine repletion in school-age children who were severely iodine-deficient (7- to 10-year-old Moroccan children), moderately iodine-deficient (10- to 12-year-old Albanian children), or mildly iodine-deficient (5- to 14-year-old South African children) increased IGF-1 levels in each case and also increased TT4, IGFBP-3, and both weight-for-age and height-for-age Z
scores in the Moroccan and Albanian children (Zimmermann et al., 2007). This means that in communities of low iodine availability, and where use of iodized salt is limited, if stunting is prevalent, iodine deficiency must be included as a potential part of any nutritional etiology.

### 6.3.2.5 Animal Source Foods and Growth

Several observational studies, for example, the Nutrition Collaborative Research Support Program (NCRSP) in Egypt, Kenya, and Mexico, show obvious associations between intakes of animal source foods (ASFs) and better growth, which remain positive even after controlling for covariates and confounders, such as socioeconomic status, morbidity, parental literacy, and nutritional status (Neumann et al., 2002). In these studies, the greatest deficits in linear growth were found in those with little or no ASFs in their diet. Based on these studies, Allen and colleagues have widely promoted the strategy of increasing consumption of ASFs (i.e., meat, fish, eggs, and milk) for improving the amount and bioavailability of micronutrients available to children in the developing world. It is the case that for many population groups of children, ASFs often comprise only a very small part of their diet, if any at all. The obvious reasons for this strategy is that animal products are high in most micronutrients, which are better absorbed than from plant-derived foods. Also, ASFs may contain more fat, making them more energy dense, as well as being a good source of fat-soluble vitamins and essential fatty acids, and the only source of vitamin B12. As discussed above, diets free of animal products can support near normal growth when they contain a wide variety of plant food sources and are supplemented with key micronutrients. However, in poor communities in much of the developing world, diets are much less varied and often contain few ASFs or energy-dense foods. Indeed, ASFs may be culturally unacceptable in some communities.

#### 6.3.2.5.1 Meat

Although Allen and Gilliard (2001) report some evidence that animal products are associated with better growth in several countries, few involve meat as such. In healthy Danish preschool children, height was not associated with meat but was with milk intake (Hoppe et al., 2004a). In fact, specific interventions of increased intakes of meat on its own have generally failed to increase height growth and reduce stunting. In a Kenyan trial that supplied schoolchildren daily snacks of a local dish (maize, beans, and greens) for 2 years with additions of meat, milk, or equivalent energy, while all children increased weight compared with no snacks, there was little effect on height, although meat did improve muscle mass and cognitive function more than milk (Neumann et al., 2003, 2007). A more recent 12-month intervention compared the effect of meat (lyophilized beef) with that of an equicaloric micronutrient-fortified cereal, starting at 6 months of age in rural communities in the Democratic Republic of the Congo and Zambia, semirural communities in the Western Highlands of Guatemala, and urban communities in Karachi, Pakistan (Krebs et al., 2012). Inclusion criteria in this study was an estimated prevalence of stunting of ≥ 20%. At baseline (6 months) there was a low length-for-age Z score of −1.4 with one-third of the infants stunted. The extent of stunting worsened by 18 months, Z score of −1.9, with no difference between the two groups. In fact, only maternal height and education emerged as (positive) influences on length growth and the authors commented that this may be a surrogate for better socioeconomic status and favorable practices such as hygiene and medical care. Thus, these findings are illustrative of the principles of the stunting syndrome shown in Figure 6.1 and it may well be that environmental enteropathy (see Figure 6.7) was a determinant of the stunting and prevented any benefit of the nutritional supplementations.

#### 6.3.2.5.2 Milk

Nutrition and linear growth were first investigated with studies focusing on milk (i.e., in the 1920–30s in the United Kingdom and India, and in the 1950s in the United States). Increased milk intake has been the main feature of most cross-sectional, observational, or intervention studies in which ASFs have been associated with increased height growth. Pollock (2006) has reviewed some of these
early studies, especially the interventions in institutionalized children in the 1920s by McCollum in the United States and Corry Mann in the United Kingdom, and the subsequent community-based work of Orr, Leighton, and Clark in Scotland and Belfast, Northern Ireland. While all the studies leave much to be desired in terms of their design and analyses, they resulted in the identification of milk as an important determinant of height growth in children, and of legislation in the United Kingdom in 1934, in 1940, and in 1945 when free school milk was introduced (Atkins, 2005). Since these early studies, the influence of cows’ milk intake on height growth post-weaning has been repeatedly confirmed in a large variety of cross-sectional, observational, and intervention studies in both stunted children in developing societies and in healthy children in the UK, Denmark, United States, and Japan (see Takahashi, 1971, 1984; Bogin, 1988, 1998; Wiley, 2005; Hoppe et al., 2006). Some examples of these studies are discussed here.

Regarding children in developing countries, data on preschool children from seven countries in Central and South America indicate that milk intake was significantly associated with higher height-for-age Z scores in all countries, whereas meat and egg/fish/poultry intakes were only associated with height in one of the countries (Ruel, 2003). Rutishauser and Whitehead (1969) reported on Ugandan children’s heights and weights, comparing the Karamoja, a cattle-herding, milk-consuming people with the Buganda, farmers growing plantain, sweet potatoes, and cassava. The Karamoja children showed normal height growth but were thin, while the Bugandan children were stunted but of normal weight-for-height.

Malcolm’s intervention in stunted schoolchildren (1970a) is probably the best known. He describes the growth and development of children living in the highlands of Papua New Guinea and performed a number of dietary interventions, which increased their height (Malcolm, 1970b; Lampl et al., 1978). According to Malcolm’s measurements (1970a), the growth rate of the Bundi children was slower than that of any other reported population in the world with markedly delayed puberty and small adults (i.e., adult men and women were typically 1.56 m and 1.48 m tall with BMIs of 22 and 20 kg/m² respectively). The diet of the community was mainly sweet potato and taro providing 3% dietary protein calories. Malcolm was able to compare the growth of children in a Catholic boarding school showing it was slightly slower than village children possibly because in the school the children may have eaten less from their strict three meals per day compared with the continuous eating of the village children, and because of less opportunity to forage in the forest for some...
animal source foods (e.g., insects, frogs, rodents, etc.). The interventions are shown in Figure 6.6. In Experiment 1, 8-year-olds consumed either the usual taro and sweet potato diet without or with a daily supplement of skim-milk powder (25 g protein) 5/7 days/week for 10 weeks. In Experiment 2, 8-year-olds were given skim milk, similar extra energy such as margarine, or extra taro and sweet potato (5 meals/d as compared to 3) for 13 weeks. In Experiment 3, 8–13-year-olds were given supplements of skim milk powder providing either 10 or 20 g protein 5/7 days a week compared with their school diet for 8 months. In all three studies, some linear growth was observed with the usual diet, which was slightly increased by more of the usual diet in Experiment 2. However, the growth rate in length was doubled by the skim milk in all three experiments with no difference between the two doses, although weight increased more with the higher dose. In Experiment 3, measurements were also made of periosteal bone breadth, and of skeletal maturation, which each increased with the skimmed milk supplements. Clearly, given the previous interventions with milk, the outcome of these studies is not surprising.

As with all such interventions with milk, although the studies are discussed by their authors in terms of protein supplementation, they provide increases in minerals, phosphate, and other key nutrients. The extra zinc and iodine intakes are shown in Figure 6.6. For zinc, this ranges from additions of 1.2–3 mg per day, not insignificant amounts given that most zinc supplementation studies involve 5 mg/d. For iodine, the additions range from 40 to 100 μg/d. Given that WHO (2007b) recommends a daily intake of iodine of 120 μg for schoolchildren, if these children were iodine deficient, the milk intervention would have met their iodine requirements. Malcolm makes no mention of iodine deficiency in his monograph on the Bundi people (Malcolm, 1970b). However, the highlands of New Guinea were known to be an area of iodine deficiency from the 1960s and were where the now classic iodized oil supplementation study by Pharoah, Buttfield, and Hetzel occurred, aiming to prevent endemic cretinism (Pharoah et al., 1971). This means that the growth response observed by Malcolm could have reflected an improvement of their protein, zinc, and iodine status.

As for experiences in developed societies, for healthy Danish preschoolers all with protein intakes more than 60% of which came from ASFs, and well above current protein requirements, height was positively associated with intakes of total animal protein and milk, but not with intakes of vegetable protein or meat (Hoppe et al., 2004a). In New Zealand, long-term avoidance of cow’s milk was associated with small stature in prepubertal schoolchildren, which the authors argued reflects the simple chronic avoidance of milk, rather than health problems associated with milk allergy or intolerance (Black et al., 2002). In the United States, analysis of NHANES 1999–2002 indicated that adult height was positively associated with milk consumption at ages 5–12 and 13–17, after controlling for sex, education, and ethnicity (Wiley, 2005). Clearly, given the complexity of height-growth regulation, it would be very surprising if milk intake explained all the variation and Wiley reports on five intervention studies in the United Kingdom, Switzerland, New Zealand, and the United States, which report no significant effect on height in mainly adolescent girls. However, it is undeniable that milk, which has the function of supporting rapid postnatal growth, can also influence growth throughout childhood and is a determinant of adult height.

At the outset of these studies, milk was viewed simply as a nutrient-rich food providing for growth in stature, with elaborations of this view into a “milk hypothesis” predicting that a greater consumption of milk during infancy and childhood will result in greater stature in adult life (Bogin, 1998). It is the case that milk consumption and lactose digestion after weaning are exclusively human traits made possible by lactase persistence (LP), the continued production of the enzyme in the post-weaning period into adulthood. LP post-weaning is not an ancestral condition in humans but is made possible by a relatively recent single nucleotide polymorphism (SNP) of the LPH gene. This is probably of western Eurasian origin and is inherited in a dominant Mendelian fashion and accounts for much of observed lactase persistence in northern Europe, Arabia, and northwestern India (see Romero et al., 2012). LP is also present at moderately high frequencies in some milk-consuming pastoralists from sub-Saharan Africa, the Middle East, and the Mongolian Plateau, as a
result of one of several separate SNPs. While the emergence of LP was advantageous among early pastoralists with a constant source of fresh milk, consumption in industrialized urban societies was very limited until the pasteurization of the milk supply to cities in the late nineteenth to early twentieth century and the widespread use of refrigeration. This means that the marked increase in milk consumption by populations in northern Europe and North America is a twentieth-century phenomenon.

It has certainly become clear in recent years that because the specific biological function of milk is to enable rapid postnatal growth, it differs in many ways from all other human foods in having growth-promoting properties not found in meat or other ASFs. However, these properties are by no means understood. Also, the widely assumed beneficial role of milk in the human diet after weaning is being questioned (see Hoppe et al., 2006). Melnik et al. (2013) identifies the presence of microRNAs in milk exosomes, which could possibly act as anabolic signals for the stimulation of cellular growth and proliferation. Also, milk has uniquely high levels of amino acids, which are known to be involved in anabolic signaling. The caseins and lactoglobulins contain high concentrations of leucine, although this is not unique to milk with higher levels in maize and sorghum. However, tryptophan concentrations in milk proteins are uniquely high, 40% higher than egg and double that of meat. Tryptophan is said to activate the GH-IGF-1-mTORC1 pathway either directly or through gastrointestinal GIP production, while leucine activates the insulin-mTORC1 pathway, with the mTORC1 signaling pathway important for cell replication and growth. These features may explain why Hoppe et al. (2004a) showed in a cross-sectional study of Danish preschoolers that serum IGF-1 levels and overall height were significantly related to milk but not meat intake. They also showed in an intervention study with a high protein supplement of either milk or beef in 8-year-olds that milk and not meat increased concentrations of s-IGF-1 and the s-IGF-1/s-IGFBP-3 ratio significantly (Hoppe et al., 2004b) and that fasting insulin levels and consequently insulin resistance (calculated with the homeostasis model assessment) were higher in the milk but not meat-supplemented children (Hoppe et al., 2005). This combination of increased growth and insulin resistance raises the question of whether these effects of milk in these otherwise healthy children are of benefit or not (see Hoppe et al., 2006). Furthermore, it has been known for some time that societies with high rates of milk consumption and with tall adults generally exhibit poor bone health in old age with higher fracture rates compared with less-developed countries with much less milk consumption (see Hegsted, 2001). Why this should occur is not known, but the possibility that the more rapid growth of childhood and earlier puberty results in a bone architecture that becomes more fragile in old age deserves investigation. Ecological studies also suggest higher mortality rates from ischemic heart disease in countries with high milk consumption (Segall, 2008). Recently two large cohort studies in men and women in Sweden have shown that liquid milk consumption is associated with increased mortality from CVD and cancer in men and women, and a higher fracture incidence in women (Michaëlsson et al., 2014). While the authors recommend that the observational study designs and the inherent possibility of residual confounding and reverse causation phenomena necessitate a cautious interpretation of the results, studies have generated considerable criticisms. Nevertheless, they propose that increased intakes of galactose could explain their findings, given that galactose feeding is an established animal model of aging by induction of oxidative stress and inflammation. They did report a positive association between milk intake and both urine 8-iso-PGF2α (a biomarker of oxidative stress) and serum interleukin 6 (an inflammatory biomarker).

6.4 INFECTION AND POOR GROWTH IN CHILDREN

The role of infections and environmental factors as possible determinants of stunting in children has long been thought to be of great importance (e.g., Nabarro et al., 1988). The stunting syndrome as illustrated in Figure 6.1 identifies interactions between malnutrition and infection throughout the maternal, infant, and child life cycle inhibiting growth. These interactions are mutually
reinforcing through infection exacerbating any malnutrition because of appetite suppression and reduced food intake, and any malabsorption reducing nutrient intake, while malnutrition reduces immune defense systems, thereby worsening the adverse influence of infections. However, it is clear that infection and the associated inflammation has direct inhibitory influences on anabolic processes throughout the organism, including the growth plate, which are additional to growth inhibition through malnutrition. We showed some years ago that in response to either endotoxemia or parasitic infection in the rat (Jepson et al., 1986; Omwega et al., 1988), muscle protein synthesis is profoundly inhibited to a much greater extent than the influence of the reduced food intake. Furthermore, this response involved a profound insulin resistance, partly due to the elevated glucocorticoid levels, which exert a direct inhibitory influence on both muscle (Odedra et al., 1982) and bone growth (see Figure 6.4; Tirapegui et al., 1994), in addition to direct inhibitory influences of the proinflammatory cytokines.

6.4.1 Environmental Enteric Dysfunction

In the context of the stunting syndrome as illustrated in Figure 6.1, infection includes parasitic infections, especially malaria and intestinal helminths, and diarrhea, particularly in conditions of poor sanitation and hygiene. One study suggested that 25% of stunting was attributed to five or more episodes of diarrhea (Checkley et al., 2008). However, while all agree that diarrhea is implicated as a cause of poor growth, there has been a debate about its relative importance (Solomons et al., 1993; Bhutta et al., 2008). For example, in Gambian infants in which growth faltering in terms of weight and height growth was reported to become apparent in the second year of life, although diarrhea did occur, its frequency was insufficient to explain the growth faltering. Direct measurements of an enteropathy associated with increased intestinal permeability (as indicated by the handling of oral lactulose and mannitol) was a much better predictor of impaired weight and height gain (Lunn et al., 1991). Increased gut permeability implies a failure of normal gut barrier function, which normally prevents translocation of pathogenic organisms and endotoxins, and which can, in extreme cases, be a route to the development of sepsis in patients in intensive care. Subsequent studies in Gambian infants indicated endotoxin translocation in terms of increased plasma concentrations of total IgG and IgG-endotoxin-core antibody (EndoCAb), and these responses were correlated with increased intestinal permeability. In fact, intestinal permeability, plasma IgG concentration, and EndoCAb together accounted for 56% of the growth inhibition (Campbell et al., 2003a). Mucosal biopsies of these children indicated chronic T-cell-mediated enteropathy with crypt hyperplasia, villous stunting, and high numbers of intraepithelial lymphocytes in all Gambian children, regardless of nutritional status (Campbell et al., 2003b). However, with worsening nutrition mucosal cytokine production became biased toward a proinflammatory response (i.e., a dominance of IFN-γ over TGF-β expression and with increased TNF-α producing cells in the mucosa). These authors concluded that in these Gambian children translocation of immunogenic luminal macromolecules across a compromised gut mucosa had resulted in stimulation of systemic immune/inflammatory processes and subsequent growth impairment. On the basis of this and other evidence, Prendergast and Humphrey (2014) argue that subclinical infection with enteric pathogens is common, even in the absence of diarrhea (Kotloff et al., 2013). Humphrey (2009) identified this subclinical infection with enteric pathogens as tropical enteropathy, characterized by villous atrophy, crypt hyperplasia, increased permeability, inflammatory cell infiltrate, and modest malabsorption. It is caused by fecal bacteria ingested in large quantities by young children living in conditions of poor sanitation and hygiene, and is the primary causal pathway from poor sanitation and hygiene to undernutrition (and by implication stunting), rather than diarrhea. Korpe and Petri (2012) have reviewed the distinction between this environmental enteropathy and other noninfectious tropical malabsorption syndromes such as tropical sprue, celiac sprue, and Crohn’s disease, while Keusch et al. (2013) use the term “environmental
enteric dysfunction.” Importantly in the context of this review, Prendergast and Humphrey (2014) write, “We therefore view stunting as an inflammatory disease arising, in part, from primary gut pathology. Since gut damage also occurs with recurrent (especially persistent) diarrhea, severe acute malnutrition, HIV infection and micronutrient deficiencies, there are multiple overlapping causes of enteropathy in settings of poverty which may exacerbate the growth failure arising from EED (environmental enteric dysfunction).” Recently, Prendergast et al. (2014) have reported an association between low-grade inflammation in the first year of life and perturbation of the growth hormone-IGF axis, which is associated with stunting in apparently healthy Zimbabwean infants. Their longitudinal measurements over 18 months showed that the stunting at 18 months reflected both impaired intrauterine growth, implicating poor maternal health and low in-utero IGF-1 levels, and impaired postnatal growth associated with chronic inflammation, starting very early in infancy. The pathway between the poor environment and stunting as discussed above is illustrated in Figure 6.7.

### 6.4.2 Inflammation and Endochondral Ossification

At the cellular level, the mechanisms by which endochondral ossification is inhibited in children remains poorly understood. However, Sederquist et al. (2014) have recently reviewed what is known about the impact of inflammatory cytokines on longitudinal bone growth mainly from the perspective of children suffering from specific inflammatory diseases such as inflammatory bowel disease, Crohn’s disease, ulcerative colitis, and juvenile idiopathic arthritis. Such children usually display abnormal growth patterns as well as delayed puberty, with growth suppressed by the use

![Diagram of endochondral ossification](image)

**FIGURE 6.8** The role of nutrition and inflammation on the regulation of endochondral ossification. The primary endocrine activators of growth according to the ICP model of Karlberg (1989) are insulin (infant stage), growth hormone (childhood stage), and the sex steroids during puberty. These act on the paracrine/autocrine system within the growth plate, which mediates endochondral ossification. However, a suitable nutritional anabolic drive is necessary for this process to occur involving both Type I nutrients like iodine and Type II nutrients of which amino acids and zinc are particularly important in both stimulating the endocrine/paracrine system and having direct regulatory influences, although this is poorly understood. Milk also appears to have a specific influence not observed with other animal source foods. Elevated levels of glucocorticoids, inhibitory fibroblast growth factors (e.g., FGF21), and proinflammatory cytokines associated with infection and inflammation caused by environmental enteric dysfunction as in Figure 6.7 block the nutritional anabolic drive and inhibit endochondral ossification. How these interactions between nutrition and infection occur at the cellular and molecular level is very poorly understood.
of glucocorticoids as anti-inflammatory drugs, and by physiologically elevated levels of glucocorticoids in nontreated children as well as proinflammatory cytokines, such as TNF-α, IL-1α, and IL-6. These contribute to growth retardation through both systemic actions on the GH/IGF1 axis, reducing IGF-1 and IGFBP3 levels, and local direct inhibitory actions on the growth plate. High concentrations of these cytokines suppress growth in a dose-dependent manner by decreasing chondrocyte proliferation and hypertrophy while increasing apoptosis. In these patients, the inhibition of these cytokines, with for example a recombinant protein derived from a TNF receptor and part of human IgG1, which acts as a soluble TNF receptor, reduces inflammation and increases growth.

One important consequence of a widespread occurrence of EED is that it would explain the largely disappointing nature of nutritional intervention trials (i.e., the fact that only in a few studies has the provision of supplements of either specific nutrients or foods been shown to restore growth to normal or to the increased rates that might be expected if catch-up was occurring). While a review by Dewey and Adu-Afarwuah (2008) of 38 reports of such supplementation trials indicated both weight and height gain, the latter in the range of an increase in 0.0–0.64 length-for-age Z score by 12–24 months, Humphrey (2009) commented that none of children studied in these various interventions achieved normal growth. In fact, the height growth achieved in the most successful of these studies was equivalent to only about a third of the average deficit of Asian and African children. Dewey and Adu-Afarwuah (2008) did argue that although changes in mean HAZ scores were small, nevertheless the impact on the lower tail of the distribution—that is, on stunting rates per se—could be considerably larger (e.g., a fall from 15.8% to 4.7% in the intervention group). However, they concluded that complementary feeding interventions, by themselves, cannot change the underlying conditions of poverty and poor sanitation that contribute to poor child growth. A typical recent example of the failure of a nutritional intervention is the RCT of a meat supplement undertaken by Krebs et al. (2012) discussed above. The rural, semirural, and urban communities involved in that study were all likely to be exposed to poor hygiene and suffer from EED. The role of nutrition and inflammation on the regulation of endochondral ossification incorporating what has been discussed in this chapter is illustrated in Figure 6.8.

6.5 CONCLUSIONS

As commented by Onis et al. (2012) even though more than a quarter of the world’s children are stunted, stunting often goes unrecognized in children who live in communities where short stature is so common that it seems normal. Nevertheless, for these communities, because of the cycle of adverse consequences identified in the stunting syndrome (Figure 6.1), few will be able to experience the same sense of wellbeing experienced by many in developed societies. Clearly, appropriate child growth requires adequate nutrition involving sufficient amounts of all those nutrients influencing growth by activating endochondral ossification within the growth plate, of which iodine, amino acids, and zinc have been discussed here. It remains to be discovered what the minimum requirements are for acceptable growth and whether the plant-based diets of the most deprived communities can be sufficiently improved to meet such requirements. As for the nutritional interventions that have improved growth, milk stands out from all other ASFs in its growth-promoting actions. The evidence of more rapid growth and earlier puberty with high milk intakes during childhood suggested by the studies on Scandinavian children raise important but as yet unanswerable questions about the long-term consequences for health within milk-drinking developed communities. However, it is clear that the dietary anabolic drive on growth cannot occur or is at best seriously compromised in the presence of inflammation. While the outlook for many children in less developed countries is bleak, it is encouraging and informative that there are success stories. Thus, de Onis et al. (2012) point out the dramatic improvements in northeastern Brazil, where stunting decreased from 34% in 1986 to 6% in 2006 as a result of rising incomes and increased access to schools, clean water, sanitation, and basic health care. This would reinforce the views of
Prendergast and Humphrey (2014) that stunting is an inflammatory disease with the public health programs most likely to be successful being those focusing on improved water supplies, sanitation, and hygiene, reducing environmental enteric dysfunction.
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7.1 ANOREXIA NERVOSA—THE EATING DISORDER

Anorexia nervosa (AN) and bulimia nervosa (BN) are clear examples of malnutrition in developed countries, with a prevalence that approaches 2% for young females in western societies (Hoek and van Hoeken, 2003). These two eating disorders (ED) are very much related regarding psychopathological traits. In addition, clinical features in patients may change over time, often switching from anorexia to bulimia, making diagnosis difficult (Fairburn and Harrison, 2003). AN is a serious psychiatric syndrome characterized by a restriction of energy intake relative to requirements and an intense fear of fatness. This leads to a significantly low body weight, which is usually accompanied by a disturbance in the way that weight status is experienced. Some patients with AN exhibit binge/purging behaviors; however, these are diagnostic characteristics of BN when both episodes of binge eating and compensatory mechanisms (physical exercise, vomiting, or abuse of laxatives and/or diuretics) occur at least once per week for more than 3 months (APA, 2013). As a result, the weight of patients with BN presents in a large range from low to excessive but is usually normal in contrast with the extremely slim or emaciated AN patient. Eating behavior in these syndromes is deeply influenced by aesthetic patterns, and an undue influence of body weight and shape on self-evaluation is common to AN and BN. Eating behavior dominates the life of such patients to the point that severe situations of malnutrition develop over time and notable mortality rates are associated with these eating disorders, particularly with AN (Arcelus et al., 2011; Marcos, 2000).

7.2 IMMUNE SYSTEM CHARACTERISTICS IN ANOREXIA NERVOSA

Semistarvation, overeating, purges—all these behaviors that can be part of the presentation signs of AN/BN lead the patient to particular situations of malnutrition, which may or may not be evidenced by their weight and body composition. The impact of this nontypical malnutrition on the immune system has received little attention, and the scientific literature that has been published has not always offered consistent findings. There seems to be consensus accepting that, overall, immunocompromised state of
patients with ED is less severe than in the classical protein-energy malnutrition (Silber and Chan, 1996). Frequent findings described in AN are leukopenia with relative lymphocytosis, thrombocytopenia, and a decreased delayed hypersensitivity skin test (DHST) response (Cason et al., 1986; Varela et al., 1988; Marcos et al., 1993a; Devuyst et al., 1993). These findings are not as frequent in BN, and only when the disease in not diagnosed early enough is a decrease in neutrophil or monocyte counts potentially observed, as well as relative lymphocytosis. Nevertheless, blood lymphocyte counts are lower in patients with AN or BN than in controls. This suggests that factors other than weight loss might have a role in the immune system adaptations occurring in eating disorders (Marcos et al., 1997a). Moreover, in anorexic patients in a low-weight stage, a decrease in bone marrowcellularity and the appearance of an acidic mucopolysaccharide substance are also frequently found (Van de Berg et al., 1994).

When analyzing immune parameters it is necessary to bear in mind the complex interactions and reciprocal control among the immune system, the endocrine system, and the central nervous system (Marcos, 2000). The association of psychological and neuroendocrine changes in patients with AN has led investigators to speculate that abnormalities of neurotransmission may be involved in the pathogenesis of the syndrome. Epinephrine and norepinephrine, beta-endorphin, and gut peptides may have a mediating role in the abnormalities in eating behaviors observed in AN and BN (Warren and Locke, 2008). On the other hand, malnutrition may impact the communication between the immune, endocrine, and nervous systems, and thus perpetuate pathologic eating behaviors and be responsible for several comorbid psychiatric symptoms including stress, anxiety, and depression (Brambilla et al., 1996), which are usually associated with immunological alterations. The primary and secondary roles of the neurochemical alterations remain to be established.

7.3 LYMPHOCYTE SUBSETS: PRESERVED OR COMPROMISED?

In eating disorders, as in more classical forms of malnutrition, cell-mediated immunity is generally affected while humoral immunity is fairly well preserved (Marcos, 2000). Despite this general presumption, the studies published in the literature regarding lymphocyte subsets, and especially T lymphocytes, are inconsistent. The disparity of findings might arise from subject variability among studies and even within studies. Lack of stringency in recruitment criteria in terms of age and duration of the disease (Mustafa et al., 1997), nutritional status (mixing patients recently diagnosed with refeed patients) (Allende et al., 1998), or subtype of AN (restricting type mixed with binge-purging type) (Fink et al., 1996) results in much heterogeneity in the subjects studied and can account for the variable results reported. Nevertheless, a reduction in both percentage and absolute number of CD8+ T-cells in patients with AN has been described by several authors (Fink et al., 1996; Mustafa et al., 1997; Nagata et al., 1999a), which has been attributed to the CD45RO+RA-CD8+ (memory) T-cell population (Mustafa et al., 1997). This is in contrast with Allende et al. (1998) who found a reduction in naïve T helper cells (CD4+CD45RA+) together with an increase of CD8+ cells. However, these last results refer to percentage values of total lymphocytes and absolute numbers were not given. In addition, high variability in disease duration at time of study might be an issue. However, a different study also found increased percentage and number of CD8+ cells in AN patients (Marcos et al., 1993a). Regarding helper T-cells (CD4+), some consistency has been found for a trend to increase the percentage, perhaps in an attempt to preserve absolute numbers of CD4+ cells (Nagata et al., 1999a; Mustafa et al., 1997). However, it is not clear how such a compensatory mechanism might work in relation to the degree of malnutrition. In the study of Mustafa et al. (1997) it seems to be successful only after refeeding, while CD4+ numbers are found below control values in the malnourished state. Nagata et al. (1999a) found CD4+ counts to be slightly but not significantly decreased compared to controls. The increased proportion of CD4+ cells as total lymphocytes decrease has been observed in Japanese women with AN (Saito et al., 2007). Although the authors argue that this is an attempt to counteract the effects of malnutrition, they observe that the adaptation does not avoid that patients with severe malnutrition (serum zinc < 40 μg/dL) present critically low CD4+ counts of less than 200 cells/μL. A recent study investigated lymphocyte subsets in patients with three different diagnosis of ED: the restricting type of AN (AN-R),
the binge/purging type (AN-BP), and patients with Feeding or eating disorders not elsewhere classified (FED-NEC). All of them were suffering their first episode of the ED. There was a relative lymphocytosis with significantly increased CD4+ percentage but no differences in CD4+ cell numbers versus the control group in all three ED groups (Elegido et al., 2017). There was also decreased memory CD8+ percentage and counts in all three groups although the AN-BP group showed the lowest values. An increased percentage of CD4+ cells and decreased CD8+ counts were also found by Nagata et al. (1999a) in six patients with AN-BP compared to controls and a similar nonsignificant trend in seven patients with AN-R. Thus, the findings seem to be similar in AN-R and AN-BP, although the acquisition of binge-compensatory habits is probably working as a strain on the already stressed body. Regarding the diminished number of memory CD8+ cells, a decrease in the capacity of dendritic cells to expand memory T-cell clones might be an explanation, according to the results that have also been observed in animal models of starvation (Abe et al., 2003).

In a one-year follow-up study carried out in 16 restricting-type AN patients (age range 12–19 years) on recent admission for hospital treatment, all T lymphocyte subsets (CD2+, CD3+, CD4+, and CD8+) and also NK cells (CD57+) were significantly lower than in the control group (Marcos et al., 1997b). B lymphocytes, on the contrary, were similar in both groups. After inpatient treatment (mean duration of 2 months), all lymphocyte subsets were significantly increased and were no longer different from controls; however, a progressive decrease was observed at subsequent measures after discharge (outpatient treatment period), which suggests that lymphocyte subsets might have an early response to changes in eating behavior after partial nutritional recovery. It is generally agreed that risk of relapse is high during the first year after patients are discharged from hospital. This might be related with a resumption of restrictive behaviors when the anthropometrical recovery interferes with the acceptance of self-body image (Nova et al., 2001).

The CD4+/CD8+ ratio, which is known to decrease in PEM, is usually found unaffected in AN, although occasionally there have been reports of both decreased (Marcos et al., 1993a) and increased values (Nagata et al., 1999a) with respect to the control group.

Regarding cell-mediated immune function evaluated by the DHST, a poor response (number of positive responses and sum of their diameters) was very frequent in the patients during the one-year follow-up mentioned above, in comparison to controls (Marcos et al., 1997b). Conversely, the effect on the mitogen-stimulated lymphoproliferation response remains uncertain, since it has been reported both unaffected (Golla et al., 1981; Brambilla et al., 1996; Nagata et al., 1999b) and impaired (Cason et al., 1986; Polack et al., 1993) in AN patients. Overall, the evidence suggests that, similar to other starvation states, even in animal models (Freitag et al., 2000), immunocompetence and particularly T-cell subsets are a useful tool to follow up the nutritional status in patients with ED. This applies also to BN patients, since T-cell subsets seem to reflect their state of malnutrition, which is not evidenced by weight measures. Patients with long duration of the disease have a more serious distortion of the lymphocyte subset profile, and the CD4+/CD8+ ratio is decreased as a result of diminished CD4+ cell counts (Marcos et al., 1993b). Vomiting as a purging strategy is associated with a more deleterious effect on T-cells, as evidenced by the comparatively lower values of CD2+, CD3+, CD4+, and CD8+ cells in vomiting versus nonvomiting BN patients. Only the vomiting group showed significantly lower values than the control group for the mentioned T-cell subsets (Marcos et al., 1997a).

7.4 WHY DO ANOREXIA NERVOSA PATIENTS SEEM REFRACTORY TO INFECTIONS?

Typically, malnourished subjects suffer from an increased risk of infections; however, this is not the case for ED patients. They seem to be surprisingly free from infectious complications despite their undernourished state, at least until the late stages of debilitation (Dally, 1969; Bowers and Eckert, 1978; Wade et al., 1985). From our experience, despite the patients being admitted to the hospital for long periods, they seem to be protected against nosocomial infections and in general against any
common viral infections (Marcos, 2000; Nova et al., 2002b). There is, so far, no clear answer for this observation, but it could result from the adaptation mechanisms of the immune system to the particular eating pattern of AN patients. This is characterized by a large reduction of energy intake but the food choice practiced by anorexic patients grants them a diet with relatively well-preserved protein and vitamin intakes. This seems to be true at least until the very advanced stages of the disease (Marcos, 1997). These findings are in contrast with the nutrient deficiencies common in typical malnutrition. In ED, several authors have found that the relative protein contribution to energy intake is increased versus a control group and allows for physiological compensation despite the overall food deprivation (Beaumont et al., 1981; Fernstrom et al., 1994). According to Beaumont et al. (1981) a mean intake of 701 kcal/d corresponds to the stage of disease onset and is found reduced to a mean of 296 kcal/d at an advanced stage. Rock and Yager (1987) have reported mean intakes in patients with AN before treatment in the range of 600–900 kcal/d. Thus, as the illness advances and these critical levels of restriction are achieved, the probability increases that some nutrient requirements, even protein, are not conveniently met through diet (Schebendach and Nussbaum, 1992). On the other hand, it has been speculated that the marked reduction in the percentage and absolute number of memory CD8+ T-cells found in AN patients could lead to a reduced frequency of lymphocytes capable of recall responses, and thus to a reduced intensity of antiviral responses; it is argued that the symptoms of common viral infections might be absent to some extent in underweight anorexic patients (Mustafa et al., 1997). In fact, immune processes seem to return to normal after refeeding and weight recovery (Hart, 1990). However, there is still no evidence establishing a cause-and-effect relationship between the pattern of eating behavior of these patients and lymphocyte subset changes. It is difficult to analyze it with independence of other factors that affect patients with ED such as the neuroendocrine-immune interactions. However, various studies in calorie or dietary restriction animal models have shown a preservation of naive T-cells over the memory T-cell subsets (Messaoudi et al., 2006; Jolly, 2004) with benefits such as delayed aging and delayed onset of autoimmune disease.

Not only T-cells, but also innate immunity might be involved in the absence of symptoms of infection (fever, etc.). In particular, a suppressed capacity to mount the stereotypical acute phase response during the first steps of defense against pathogen infection has been suggested. In this respect, a reduced febrile response to bacterial infection has been described in four AN patients (Birmingham et al., 2003), and this has been related to the impaired cytokine profiles that are exhibited by patients with ED, both in vivo and in vitro.

A fourth hypothesis has also been considered regarding the possibility that starvation might reduce the number of T regulatory cells (Tregs) in AN patients and this led in turn to an enhanced T-cell effector function abolishing the usual effects of malnutrition on the immune defense system. Although this hypothesis aimed to explain why AN patients do not suffer more infections as opposed to other types of malnourished patients, this was not supported by experimental data since no relevant changes were found in the number of Tregs, nor in dendritic cells, in AN patients compared to controls (Pászthy et al., 2007a).

### 7.5 ADIPOCYTOKINE INVOLVEMENT IN ED ETIOLOGY AND ADAPTATION MECHANISMS

#### 7.5.1 ROLE OF CYTOKINES

Cytokines are soluble proteins secreted mainly by immune cells that act as signaling molecules in the intercellular communications among the cells of the immune system. Many other cell types also have receptors for cytokines, which is evidence for their involvement in the regulation of multiple metabolic and neuroendocrine pathways.

Pro-inflammatory cytokines such as TNF-α, IL-1, and IL-6 are involved in the initiation of the acute-phase reaction, which is stereotypical and includes fever, loss of appetite, decreased food
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intake, cellular hypermetabolism, and multiple endocrine and enzyme responses (Grimble, 1994). These cytokines are capable of activating the hypothalamic-pituitary-adrenal axis (HPAA) and have a direct stimulatory effect on ACTH secretion. In turn, glucocorticoids alter the production of these cytokines in a feedback regulation. These cytokines may be fundamental regulators of body metabolism in AN and BN (Holden and Pakula, 1996; Emeric-Sauval et al., 1989). Elevated plasma levels of pro-inflammatory cytokines (IL-1, IL-6, and TNF-α) have been reported in some studies (Allende et al., 1998; Emeric-Sauval et al., 1989; Pomeroy et al., 1994; Nakai et al., 1999). Another study found activation of the TNF-α axis in AN patients, with elevated TNF-α and TNF-α receptor levels in blood. The latter were negatively correlated with BMI and positively with disease duration (Agnello et al., 2012). The authors suggest that pro-inflammatory cytokines could have a role in the evolution of eating disorders. However, since this is a study with high variability in patients’ age and duration of disease, it would be worthwhile to try to discern the precise role of pro-inflammatory cytokines at disease onset and during the first episode as compared to their role in chronic patients. More so because there is no full consistency among studies and many have found no alteration in cytokine levels in comparison with healthy adolescents (Vaisman et al., 1996; Brambilla et al., 1998, 2001; Monteleone et al., 1999; Nagata et al., 1999b; Corcos et al., 2001).

An elevated spontaneous production of pro-inflammatory cytokines (IL-1, IL-6, and TNF-α) has also been observed when peripheral blood mononuclear cells (PBMCs) from patients with AN have been cultured in vitro (Allende et al., 1998; Schattner et al., 1990a; Limone et al., 2000). This basally high level of pro-inflammatory cytokine production has been suggested to be linked to a deficient response to an extra stimulus, which might explain the impaired capacity to mount an acute-phase response to an infection (Figure 7.1). In support of this hypothesis, we have found a decreased PHA-stimulated TNF-α and IL-6 production by PBMCs from a group of AN patients admitted to hospital for refeeding, in comparison with matched controls (Nova et al., 2002a). This blunted cytokine response to mitogen stimulation might be the consequence of an alteration in the regulatory pathways between pro-inflammatory cytokines and cortisol. Cortisol, the stress response hormone, has been found to be elevated in serum of AN patients and a positive correlation with the in vitro secretion of IL-1β by PBMCs has also been reported (Limone et al., 2000), which suggests that the negative feedback by cortisol on this cytokine synthesis is deranged in AN patients. On the other hand, it is not known if the maintenance of high cortisol levels could result, in vivo, in an impaired IL-1β production in response to an infection (Nova et al., 2002a) (Figure 7.1). In this case, a blunted cytokine (IL-1) response to bacterial challenge might be linked to an impaired febrile response (Yirmiya et al., 1998), and the absence of infection symptoms in patients with ED. Despite

this discussion, the importance of cytokine involvement in the pathogenesis of ED is difficult to establish since many different results have been described. There is an extensive review on this topic by Corcos et al. (2003). One aspect worth mentioning refers to cytokines produced by Th-1 (T helper 1) cells. It has been reported that the in vitro IL-2 production (Allende et al., 1998; Bessler et al., 1993) and serum levels (Corcos et al., 2001; Licinio et al., 1990) are lower in anorexics than in healthy controls. Also the percentage of IL-2-producing CD4+ cells after activation was found decreased in AN patients together with delayed maximal intracellular calcium levels compared to controls (Pászthy et al., 2007b). There may be several explanations for this depressed Th-1-like activity. In the first place, circulating levels of IL-2 correlate with white blood cells, which are lower than in controls (Licinio et al., 1991), but also, the capacity to produce Th-1 type cytokines might be suppressed by glucocorticoids, which are known to be increased in these conditions, as already mentioned, and finally, the reduced IL-2 production could be due to the reduction of CD4+ T-cells (Allende et al., 1998; Savendhal and Underwood, 1997).

Cytokines have been related not only to immune function but also to the neuroendocrine abnormalities in eating disorders. An interesting question posed by Corcos et al. (2003) is whether cytokines from the central or from the peripheral compartment alter neurotransmission in the brain. Whatever the source, the increase in IL-1β in the central nervous system would be associated with an increase in catecholamines (Shintani et al., 1993; Smagin et al., 1996) and an inhibition of neuropeptide-Y production in the hypothalamus (McCarthy et al., 1995; Reyes and Sawchenko, 2000; Konsman et al., 2001) that would induce anorexia. Pro-inflammatory cytokines also interact with proopiomelanocortin (POMC) derived peptides such as β-endorphins, which are involved in eating behavior.

Although an etiologic role has been considered for cytokine deregulation in ED, it might be only secondary to other alterations such as the impaired nutritional status or associated psychopathology, including stress, anxiety, or depression. Many of the studies found that refeeding normalizes cytokine levels when compared to the control group (Pomeroy et al., 1994; Vaisman et al., 1996; Schattner et al., 1990a, b; Kahl et al., 2004; Vaisman and Hahn, 1991). According to Nagata et al. (1999b) the capacity of PBMCs to produce IL-1, IL-6, and TNF-α is recovered even with the start of refeeding, when patients reach only 65% of the standard body weight. This makes them suggest that this capacity depends on something else than the absolute weight gain, such as the start of refeeding, the neuroendocrine system, or the autonomic nervous system. However, this recovery in cytokine production with refeeding was not confirmed in another study, in which there was decreased in vitro production of IL-6 and TNF-α by PBMCs from restrictive AN patients both on admission to hospital and at discharge, with an 84% of their ideal body weight (Nova et al., 2002a). Since complex interactions occur between cytokines and the central nervous system, differences in the capacity of AN patients to evoke a compensatory mechanism through either the neuroendocrine system or the autonomic nervous system could explain the variability of the results found among different patients. Recently, the macrophage inhibitory cytokine (MIC-1) measured in a group of previously untreated AN patients was found inversely related to Buzby nutritional risk index, serum insulin-like growth factor-1, serum glucose, serum total protein, serum albumin, and lumbar bone mineral density, and did not normalize completely after 2 months of treatment (Dostálková et al., 2010).

It is worth noting that there can be methodological difficulty in the measurement of circulating plasma levels of some cytokines (i.e., IFN-γ, TNF-α, IL-2), which are often below the detection limit of the available enzyme-linked immunosorbent assays (ELISA). Moreover, some of the discrepant findings regarding cytokine levels measured in anorexic patients could be related to the methods used to measure them (ELISA, radioimmunoassay [RIA], bioassay). While bioassays specifically detect biologically active cytokines, immunoassays (ELISA, RIA) also measure inactive fragments (Corcos et al., 2003). Depending on the equilibrium as a function of synthesis, release, and catabolism, different methodologies might show different findings. Moreover a recent study that included only ten AN patients (subtype not specified) and ten controls found that culture conditions upon stimulation of PBMCs are significant modifiers of experimental results (Omodei et al., 2015).
Particularly, using autologous serum (AS) instead of heterologous serum (HS) to complement culture medium greatly changed the findings. IL-6 and TNF-α were higher in HS-cultured AN PBMCs than in controls. However, this secretion was abolished in AS-cultured PBMCs. The authors suggested that the high levels of adiponectin present in serum affect IL-6 and TNF-α secretion.

7.5.2 Role of Adipokines

Leptin is a protein encoded by the \( ob \) gene that is known to regulate appetite, weight, and energy expenditure. Leptin has been recognized as a longer-term adiposity signal, secreted in proportion to body fat stores. Therefore, it is not surprising that this hormone is usually positively correlated with BMI in obese, normal, and slim individuals and also in AN and BN patients (Monteleone et al., 2000). Low-serum leptin levels in AN patients compared to controls have been reported in numerous studies (Terra et al., 2013; Dostálová et al., 2007; Modan-Moses et al., 2007; Omodei et al., 2015; Janas-Kozik et al., 2011) and these increase after refeeding. Under physiological conditions, low leptin levels increase energy intake and decrease expenditure; however, this function seems to be deranged in AN patients. Leptin has also been suggested to function as a prominent regulator of immune system activity, linking the function of T lymphocytes to nutritional status. In starvation, the dramatic reduction in leptin seems to be a key mediator of thymic atrophy and immune suppression, involving for instance, an inhibitory effect on CD4+ T lymphocyte activation (Matarese, 2000; Matarese et al., 2005). In addition, exogenous leptin has been reported to stimulate phagocytic function and activate macrophages to produce pro-inflammatory cytokines, such as TNF-α, IL-6, and IL-12, in \( ob/ob \) mice (Loffreda et al., 1998). Therefore, there is a function for leptin as an up-regulator of inflammatory immune responses. Moreover, leptin production is acutely increased during infection and inflammation (Fantuzzi, 2005). Thus, impairment in this acute increase in leptin production in AN patients might be related to the lack of infection symptoms (Nova et al., 2002b) (Figure 7.1). In BN patients, whose weight does not usually differ from age-matched controls, basal leptin concentrations are decreased as well (Monteleone et al., 2000). Therefore, factors other than body weight may play a role in leptin changes in ED. Another aspect to consider is the relationship between leptin and cortisol, because an alteration in their temporal coupling has been observed in the semistarvation state of AN (Herpertz et al., 2000).

Adiponectin and its role as a marker of nutritional status in AN has received special attention. Adiponectin is a hormone secreted by adipose tissue that enhances insulin sensitivity, controls body weight, prevents atherosclerosis, and negatively regulates hematopoiesis and immune functions, decreasing the production of pro-inflammatory cytokines (Diez and Iglesias, 2003; Yokota et al., 2000; Ouchi et al., 2001). The circulating level of adiponectin falls in obesity and insulin resistant states, but is increased in AN patients in comparison with a control group (Brichard et al., 2003; Pannacciulli et al., 2003; Omodei et al., 2015; Alberti et al., 2007). Total adiponectin and also high molecular weight adiponectin have both been found increased in AN (Terra et al., 2013). However, this increase has not always been consistent (Iwahashi et al., 2003; Tagami et al., 2004; Nogueira et al., 2013) or has been restricted to the binge-purge subtype of the AN patients studied (Nogueira et al., 2010). The physiological state at the time of analysis, whether this is at a moment of steady restriction, acute restriction, recent renourishment treatment, stabilized target weight, etc., might influence the findings. In this sense, several authors have observed an increase during the initial phase of weight restoration under refeeding treatment and a decrease associated to subsequent weight gain after a critical threshold of fat mass has been reached (Modan-Moses et al., 2007; Iwahashi et al., 2003). Adiponectin levels have been suggested to have an effect on immune cell responses through changes in cellular metabolism. Extracellular acidification rate and oxygen conversion rate were studied in PBMCs of AN patients as markers of the two major energy-producing pathways of cellular metabolism, glycolysis, and mitochondrial respiration, respectively. These analyses showed low levels of both processes compared to controls, which suggest that in AN, immune cells are metabolically less active. This situation is consistent with the enhancement of the
antioxidant status found in these patients, as assessed by the expression of genes encoding antioxidant enzymes in PBMCs and in fibroblasts cultured with AN patient’s sera (Omodei et al., 2015). In addition, AN serum protects fibroblasts from the cytotoxic effect of hydrogen peroxide. The authors suggest that further studies are required in order to elucidate whether the high plasma adiponectin levels in AN patients are responsible for the enhanced antioxidant status. It is also interesting to note that an association has been observed in outpatient anorexic subjects between adiponectin level and carbohydrate intake (Misra et al., 2006). Since these patients show a higher intake of carbohydrate and fiber than controls (Misra et al., 2006), an increased complex carbohydrate and antioxidant intake derived from fruit and vegetables might be a connection between adiponectin and the enhanced antioxidant status.

Finally, resistin is another fat-mass derived molecule with a role in insulin resistance and actions on immune cells. Resistin expression has been found in human monocytes and is increased by the action of pro-inflammatory cytokines (IL-1, IL-6, and TNF-α) (Patel et al., 2003). In anorexic patients, resistin levels have been found decreased (Ziora et al., 2011) or unchanged (Terra et al., 2013; Dolezalova et al., 2007) compared to control subjects. However, it seems that resistin levels are not as much associated to the inflammatory status as to insulin sensitivity, at least in the hyperactive subtypes of the disease (Nogueira et al., 2010).

Further studies are needed to examine the links between adipokine alterations and pro-inflammatory cytokine impairments in the particular case of ED patients. The studies are scarce and have a limited number of subjects. Nogueira et al. did not find associations between adipokines, IL-1β, and TNF-α (Nogueira et al., 2010), and in addition, the local perturbations in the expression of adipokine and cytokine genes found in subcutaneous adipose tissue of anorexic patients compared to controls seem not to be reflected in their circulating levels (Dolezalova et al., 2007).

### 7.6 ARE THERE IMMUNOLOGICAL MARKERS TO FOLLOW UP DISEASE PROGRESS TOWARD RECOVERY OR RELAPSE?

As the restrictive behavior of the AN patient progresses, metabolic adaptations seem to occur that counteract energy shortage and evade serious metabolic imbalances. Thus, abnormalities in blood biochemistry are rare during long periods of the evolution of the disease despite changes in neurochemical signaling and hormone levels. In these disorders, seeking medical assistance is sometimes delayed because negation of the disease by the patient is common and the family is not able to perceive the magnitude of the problem. Thus, a variable amount of time elapses until a correct diagnosis is made and adequate treatment implemented. In this situation, finding biomarkers that can discriminate between the different stages of the disease and also be associated to the probability to fully recover or the risk to suffer relapses would be very useful. In our experience, molecules that are involved simultaneously in functions related to weight and appetite control, energy balance, and immune functions, such as cytokines, adipokines, and other molecules that have a relationship with fat deposits might play this role. However, to date, there is not a clear biomarker that is already routinely used for monitoring of treatment progression and disease remission, which relies on BMI deviation from the ideal for patient’s age and height (BMI Z-score) to follow up the patient’s evolution. However, some molecules might show associations with BMI change at the end of treatment as shown in a recent study (Terra et al., 2013). This included 28 AN patients measured at week 3.2 ± 0.6 of their inpatient treatment. Both subtypes were included in the study and the disease duration was long (8.3 ± 1.4 y.). Ghrelin and the TNF-α receptor II (TNFRII) levels were associated negatively with BMI change at the end of treatment. No differences in ghrelin or TNFRII were observed compared to healthy women. The authors, thus, suggest that changes in adipocytokines could serve as weight restoration biomarkers. However, these results should be interpreted having in mind that the biomarker values are already under the effect...
of partial weight and fat mass recovery and the associations might not exist with the biomarker levels at the beginning of treatment.

Proteins of hepatic synthesis might also be good biomarkers for disease outcome. In this sense, we observed in a one-year follow-up study of restrictive AN girls entering hospital treatment that the complement factor C3 and transferrin were the best biomarkers among a set of 15 serum biomarkers including liver-synthesized hormones and minerals (Nova et al., 2004). C3 has shown an independent association with waist circumference in adolescents (Wärnberg et al., 2006) and has shown a correlation with transferrin in AN patients (Pomeroy et al., 1997). Both biomarkers decreased during the last 6 months of follow-up, when findings in anthropometric variables and diet assessment showed an increased risk of relapse in a subset of the patients studied (Nova et al., 2001, 2004). Transferrin, in particular, decreased in that period only in those patients who did not gain further weight or lost weight after discharge from hospital, and the change was significantly different from the change in the group of girls who gained weight (Nova et al., 2004). In addition, Flierl et al. (2011) found decreased C3 levels in AN patients with a BMI < 14 kg/m² compared to healthy subjects and a strong correlation with BMI; however, no differences in activation fragments or the 50% hemolytic complement activity (CH50) were observed, which suggests that complement function is preserved.

Another study performed in a homogenous group of short-duration restricting-type AN patients (n = 11) (Nogueira et al., 2013) provided interesting data from changes in growth hormone (GH) concentration during refeeding. The AN patients in remission (BMI > 17.5 kg/m²) 6 months after discharge showed a significantly greater decrease in GH between basal and discharge measurements and showed a significantly greater BMI increase compared to the AN nonremission group. In addition, in multiple regression analysis, the change in GH observed between admission and discharge (discharge-basal) was associated negatively with BMI measured 6 months after discharge. This factor together with the change in leptin and BMI in the hospitalization period explained 88% of BMI variability 6 months after discharge. The authors concluded that a low GH level at admission and the absence of its decrease after weight recovery could predict short-term relapse in women suffering from a restrictive form of AN.

7.7 INVOLVEMENT OF PERINATAL IMMUNE FACTORS IN DISEASE ETIOLOGY

Some epidemiological data in AN have been pointed out as suggesting a link to the hygiene hypothesis. These factors are the disease being more common in females than in males, peak incidence in teenage years and in the higher socioeconomic groups, and seasonal variation in birth. According to these authors’ hypothesis, AN is an autoimmune disease caused by delayed exposure to common microorganisms in which autoantibodies to regulatory peptides and hypothalamic neurons, which cross-react with microbial antigens, disturb appetite, and lead to decreased intake of food. Since the hypothesis and preliminary evidence exist, and serum autoantibodies against regulatory peptides have also been pointed out as contributing to the etiology, a trial of pooled immunoglobulin therapy in patients with life-threatening AN has been proposed (Acres, Heath, and Morris, 2012).

Additionally, a hypothesis has been put forward linking AN and pathogenic microorganisms, suggesting that in utero viral infections might be an etiological factor of AN onset later in life. Peak exposure to chickenpox and rubella (ecological measures, not direct measures) was associated to a higher odds ratio to develop AN in an epidemiological study performed in the Padua region of Italy among the female population born between 1970 and 1984 in that area (Favaro et al., 2011). However, the authors suggest that it is necessary to confirm the results with serologically demonstrated maternal infections. The pathogenic mechanisms of the prenatal viral infection might include both neurodevelopmental interference for those viruses crossing the placenta and the high exposure of the brain to corticosteroids and cytokines during the maternal immunological response to infection.
7.8 CONCLUSIONS

EDs, including AN, are a challenge to the immune system, which has to face nutrient shortage and altered brain neurochemistry. Some immune parameters seem to be affected by the nutritional status, which is impaired through variable total weight and fat mass loss and depleted nutrient reservoirs. Thus, cells of the immune system (lymphocyte subsets) and soluble mediators (cytokines) show alterations compared to control subjects. However, it is still necessary to add new insights on the determinants of the changes observed. In order to gain that insight, it is relevant to perform studies that take into consideration disease duration (the time from onset to entering treatment) and the grade of psychopathological comorbidity, body dissatisfaction, and disordered eating. Delays in diagnosis and treatment will lead to more severe malnutrition and psychopathology, and hence, more severe disruption of the communication between the nervous, endocrine, and immune systems. The involvement of mediators such as cortisol, leptin, adiponectin, and cytokines, in the communication between these systems, seems to be relevant in AN. Researchers in this field should never lose sight of the complex interactions between nutrients and mediators/signaling molecules involved in the control of weight and appetite, mood and psychiatric comorbidities, and the homeostasis/active immune response mechanisms. New experimental tools should be used to advance understanding of these interactions in patients with AN in order to better understand the condition and its comorbidities and to design better therapeutic strategies. The precise impact of AN on immune responses, infection risk, and on inflammation-driven morbidities needs to be better defined. This needs to be done within the context of interactions of the immune system with the endocrine and neuroendocrine systems.
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8.1 INTRODUCTION

The human body is host to a varied and significant community of microbes, with the large intestine being the location of the vast majority of bacteria. Studies of the gut microbiota have revealed that both diet and the presence or absence of several diseases can significantly influence the number and diversity of bacterial species (Human Microbiome Project Consortium, 2012). In addition to hosting the largest quantity of microbes in the human body, the gut is also the largest site of immune tissue (see also Chapter 2), and the numerous links between nutrition, the gut microbiota, and immune function are the focus of significant research (Kau et al., 2011). Prebiotics, probiotics, and synbiotics are dietary ingredients with the potential to act as “functional foods,” influencing health and/or mucosal and systemic immune function via alterations in the gut microbiota composition.

Prebiotics are “a selectively fermented ingredient that results in specific changes, in the composition and/or activity of the gastrointestinal microbiota, thus conferring benefit(s) upon host health” (Gibson et al., 2010). Nutrients with widely reported prebiotic functions include fructo-oligosaccharides and galacto-oligosaccharides, although any nondigestible dietary component that enters the large intestine is a candidate prebiotic (Gibson et al., 2010). Probiotics are defined as “live microorganisms that, when administered in adequate amounts, confer a health benefit on the host” (Food and Agriculture Organization of the United Nations, 2001, 2002). Probiotic products typically contain bifidobacteria or lactobacilli, often contained within fermented milk products, or provided as lyophilized powder in capsule form. The term synbiotic refers to a dietary intervention that combines prebiotics and probiotics. This may confer advantages, such as increasing probiotic survival after consumption (a true “synergy”) or simply provide the additive benefits of each individual component (Rastall and Maitin, 2002).

It is possible to assess immune function in humans using a wide variety of techniques, ranging from observations of mortality rates following infection, to in vitro experiments assessing intracellular production of individual immune signaling molecules. One of the challenges of investigating the effect of foods, nutrients, or dietary ingredients upon the human immune system is the selection of appropriate assay(s), which is both logistically feasible and representative of clinically relevant changes in immune function. A review was undertaken to assess the clinical relevance, biological
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sensitivity, and feasibility of immune assays that can be used to investigate the effect of nutrition interventions upon immune function (Albers et al., 2013). This review concluded that the markers that provide the most useful indication of immune function were the assessment of symptoms of common infections or allergies, and the response to vaccination or allergen testing.

Using vaccination responses as a proxy for assessing changes in immune function provides insight into the overall efficacy of the coordinated function of a wide range of immune processes. A comprehensive overview of the immunology of vaccine responses is available elsewhere (Siegrist, 2008) describing the cellular mechanisms involved in orchestration of a successful immune response to challenge via vaccination. In brief, vaccination provides long-term protection against pathogens by inducing vaccine-specific antibody production and/or the induction of immune memory cells. Vaccination responses can therefore be assessed via measurement of the quantity of vaccine-specific serum antibodies. Vaccination schedules across the life course provide ample opportunity to use vaccination to assess immune function in nutrition studies. Studies of infants and children can be scheduled in tandem with routine childhood vaccinations; oral vaccinations such as rotavirus, cholera, or polio can be used to gain insight into mucosal immunity in children and adults; and influenza vaccinations recommended for older adults provide annual windows to assess immune responses against a background of declining immune function. Levels of antibody titers, which have been found to correlate to rates of protection against infection, are used as thresholds to define whether an individual is “seroprotected” postvaccination (Table 8.1). Rates of protection achieved postvaccination will vary between specific vaccinations and according to the population studied. Older adults, for example, often exhibit significantly lower rates of seroprotection after influenza vaccination than observed in younger adults.

This review details the available data from human studies, reporting the effects of dietary prebiotics, probiotics, and synbiotics upon responses to vaccination. Only those studies which report vaccine-specific antibody titres or rates of seroprotection or seroconversion are included, and summary tables detail any statistically significant effects observed \((p<0.05)\). Where data on clinical outcomes are available (clinically confirmed rates of infections, participant-reported

---

### TABLE 8.1

<table>
<thead>
<tr>
<th>Vaccination</th>
<th>Titer Associated with Clinical Protection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pertussis</td>
<td>20 EU/ml</td>
</tr>
<tr>
<td>Diphtheria</td>
<td>0.01 IU/ml</td>
</tr>
<tr>
<td>Tetanus</td>
<td>0.01 IU/ml</td>
</tr>
<tr>
<td>Hib</td>
<td>0.15 μg/mL (protective against short-term invasive disease)</td>
</tr>
<tr>
<td></td>
<td>1 μg/mL (protective against long-term invasive disease)</td>
</tr>
<tr>
<td></td>
<td>5 μg/mL (protective against colonization)</td>
</tr>
<tr>
<td>9-valent pneumococcal conjugate vaccine</td>
<td>≥0.35 μg/ml</td>
</tr>
<tr>
<td>Meningococcal C conjugate vaccine</td>
<td>Rabbit complement serum bactericidal assay (rSBA) titer ≥128, human complement serum bactericidal assay (hSBA) titer ≥4 or fourfold increase in rSBA postvaccination; rSBA cutoff of 8 at one month postvaccination.</td>
</tr>
<tr>
<td>Hepatitis B (HepB)</td>
<td>10 IU/L</td>
</tr>
<tr>
<td>Measles</td>
<td>Pertactin (PRN) &gt;120 mIU/mL</td>
</tr>
<tr>
<td>Trivalent influenza</td>
<td>Seroprotection: hemagglutination inhibition assay (HAI) titer &gt;1:40</td>
</tr>
<tr>
<td></td>
<td>Seroconversion: influenza-specific titer mean fold increase 2.5</td>
</tr>
</tbody>
</table>

**Note:** EU = endotoxin units; IU = international units


---
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8.2 PROBIOTICS AND VACCINE RESPONSES IN INFANTS AND CHILDREN

Five studies were identified, which assessed the effects of probiotics on vaccine responses in infants and children (Table 8.2). These include studies of healthy-term infants (Isolauri et al., 1995; West et al., 2008), infants identified as being at high risk of developing atopic disease (Soh et al., 2010), infants who had previously been hospitalized with acute illness (Youngster et al., 2011), and children within a developing country (Matsuda et al., 2011). A minority of study designs provided very short-term probiotic supplementation in the days before and after vaccination (Isolauri et al., 1995; Matsuda et al., 2011), with the majority of studies providing supplementation for several months (Soh et al., 2010; West et al., 2008; Youngster et al., 2011). A variety of probiotic organisms was used, but these were typically lactobacilli or bifidobacteria (Table 8.2). The majority of studies conducted in infants and young children reported no significant improvement in vaccine-specific antibody responses (Isolauri et al., 1995; Soh et al., 2010; West et al., 2008; Youngster et al., 2011), and one study reported a significantly impaired response to oral cholera vaccination (Matsuda et al., 2011). Interestingly, the study by West et al. (2008) identified a significant effect upon vaccine-specific antibody responses when a subgroup analysis was performed on those infants who had been breastfed for less than 6 months, indicating that there might be variation in the ability of probiotics to influence immune function dependent upon other nutritional or lifestyle influences. The currently available data therefore do not support a beneficial effect of probiotics upon vaccine responses in infants or young children.

TABLE 8.2

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolauri et al. (1995)</td>
<td><em>Lactobacillus casei</em> strain GG; 5 × 10^{10} cfu in 0.1 g powder reconstituted in 5 ml water.</td>
<td>Single dose of oral human-rhesus reassortant rotavirus vaccine (DxRRV).</td>
<td>Randomized, placebo-controlled study of n = 60 infants aged 2–5 months (Finland). Probiotic administered immediately prior to vaccination and twice daily for 5 days postvaccination. Blood samples collected at baseline, 8 days postvaccination (subset), and 30 days postvaccination.</td>
<td>No significant effects upon rates of seroconversion or postvaccination vaccine-specific antibody titers. No change in postvaccination symptoms or incidence of fever, vomiting, or loose stools during 7-day follow-up.</td>
</tr>
<tr>
<td>West et al. (2008)</td>
<td><em>Lactobacillus paracasei ssp. paracasei</em> strain F19; 10^8 cfu in cereal.</td>
<td>Parenteral diphtheria, tetanus toxoid and acellular pertussis (D'TaP), polio, and Hib vaccines at 3, 5, and 12 months.</td>
<td>Randomized, double-blind placebo-controlled study of n = 180 infants aged 4 months (Sweden). Probiotics given in cereal at least once per day until age 13 months. Blood collected at 5, 6, 12, and 13 months.</td>
<td>No significant differences in vaccine-specific antibody titers between groups. Probiotic resulted in significantly higher antipertussis and anti-Hib capsular polysaccharide antibody titers in infants breastfed for &lt; 6 months. Infants in the probiotic group had significantly fewer days with antibiotics.</td>
</tr>
</tbody>
</table>

(Continued)
Nine studies of probiotics and vaccine responses in adults were identified (Table 8.3), which included studies of oral (de Vrese et al., 2005; Fang et al., 2000; Link-Amster et al., 1994; Ouwehand et al., 2014; Paineau et al., 2008), nasal (Davidson et al., 2011), and parenteral vaccinations (Jespersen et al., 2015; Olivares et al., 2007; Rizzardini et al., 2012). Six of these studies identified significant

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soh et al. (2010)</td>
<td>Infant formula containing</td>
<td>Two schedules of Hepatitis B (HepB) at age 0, 1, and 6 months, either</td>
<td>Randomized, double-blind controlled study of( n = 253 ) infants at risk of eczema (Singapore).</td>
<td>No significant effects of probiotic on HepB antibody titers.</td>
</tr>
<tr>
<td></td>
<td><em>Bifidobacterium longum</em> BL999 and <em>Lactobacillus rhamnosus</em> LPR; minimum dose of 2.8 × 10^8 cfu in 60 ml infant formula.</td>
<td>monovalent HepB at dose 1 and 2, and diphtheria, tetanus, and pertussis (DTaP) vaccine containing HepB component at dose 3, or monovalent HepB vaccine for all doses.</td>
<td>Newborn infants given minimum of 60 ml/day infant formula containing probiotics for 6 months. Blood sample collected at 12 months.</td>
<td></td>
</tr>
<tr>
<td>Matsuda et al. (2011)</td>
<td><em>Bifidobacterium breve</em> strain Yakult; 4 × 10^9 cfu in 1 g.</td>
<td>Two doses of oral cholera vaccine Dukoral® 14 days apart.</td>
<td>Randomized, double-blind placebo-controlled study of ( n = 128 ) children aged 2–5 years (Bangladesh). Probiotic given from first vaccination until 7 days post second vaccination. Blood samples collected prevaccination, day of vaccinations, and 2 weeks post second vaccination.</td>
<td>Significantly lower proportion of responders in the probiotic group for viral cholera toxin B subunit specific IgA.</td>
</tr>
<tr>
<td>Youngster et al. (2011)</td>
<td><em>Lactobacillus acidophilus</em> strain ATCC4356, <em>Bifidobacterium bifidum</em> DSMZ20082, <em>Bifidobacterium longum</em> ATCC157078, <em>Bifidobacterium infantis</em> ATCC15697 (Altman Probiotic Kid Powder); 3 × 10^9 cfu of each microorganism in sachet of powder.</td>
<td>Parenteral mumps, measles, rubella, and varicella (MMRV) vaccine at age 12 months.</td>
<td>Randomized, placebo-controlled double-blind study of ( n = 47 ) infants aged 8–10 months admitted to the pediatric ward with acute illness (Israel). Probiotic given daily for 2 months prevaccination and 3 months postvaccination. Blood samples collected 3 months postvaccination.</td>
<td>No significant effect of probiotic on participants reaching protective IgG antibody titers.</td>
</tr>
</tbody>
</table>

**8.3 PROBIOTICS AND VACCINE RESPONSES IN ADULTS**

Nine studies of probiotics and vaccine responses in adults were identified (Table 8.3), which included studies of oral (de Vrese et al., 2005; Fang et al., 2000; Link-Amster et al., 1994; Ouwehand et al., 2014; Paineau et al., 2008), nasal (Davidson et al., 2011), and parenteral vaccinations (Jespersen et al., 2015; Olivares et al., 2007; Rizzardini et al., 2012). Six of these studies identified significant
### TABLE 8.3
Studies Investigating the Effects of Probiotics on Vaccine Responses in Adults

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link-Amster et al. (1994)</td>
<td><em>Lactobacillus acidophilus</em> La1 and <em>Bifidobacteria</em> Bb12; $10^7$–$10^9$ cfu/g in 125 g fermented milk.</td>
<td>Oral attenuated <em>Salmonella typhi</em> Ty21a vaccine capsule on day 8, 10, and 12.</td>
<td>Preliminary group: Randomized study of $n = 10$ healthy male volunteers (Switzerland). Probiotic proved three times per day for 3 weeks, starting one week before vaccination. Blood samples collected at baseline and 14, 24, and 42 days after first vaccination. Main group: Randomized study of $n = 30$ healthy adults aged 19–59 years (Switzerland). Probiotics proved three times per day for 3 weeks, starting one week before vaccination. Blood samples collected 3 days prior to probiotic treatment and 14 and 24 days after first vaccination.</td>
<td>Preliminary group: No significant differences in vaccine-specific antibody responses.</td>
</tr>
<tr>
<td>Fang et al. (2000)</td>
<td><em>Lactobacillus</em> GG $4 \times 10^{10}$ cfu or <em>Lactococcus lactis</em> $3.4 \times 10^{10}$ cfu as lyophilized powder.</td>
<td>Three doses of oral attenuated <em>Salmonella typhi</em> Ty21a vaccine (day 1, 3, and 5).</td>
<td>Randomized, placebo-controlled study of $n = 30$ healthy adult volunteers aged 20–50 years (Finland). Probiotics provided from day of first vaccination for 7 days. Blood samples collected prior to vaccination and 7 days postvaccination.</td>
<td>Main group: Significantly greater fold increase in vaccine-specific serum IgA antibody titer in probiotic group. No significant difference in vaccine-specific IgA, IgG, or IgM antibody secreting cells between groups.</td>
</tr>
</tbody>
</table>

(Continued)
### TABLE 8.3 (Continued)
**Studies Investigating the Effects of Probiotics on Vaccine Responses in Adults**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>de Vrese et al. (2005)</td>
<td><em>Lactobacillus rhamnosus</em> GG or <em>Lactobacillus paracasei</em> ssp. <em>paracasei</em> strain CRL431; 1 × 10^{10} cfu in 100 g acidified milk product.</td>
<td>Oral attenuated poliomyelitis virus types 1, 2, and 3 vaccine.</td>
<td>Randomized, placebo-controlled, double-blind study of n = 64 healthy males aged 20–30 years (Germany). Probiotics provided for 5 weeks starting 1 week prior to vaccination. Blood samples collected 4 weeks prior to vaccination, day of vaccination, and 2, 4, and 7 weeks postvaccination.</td>
<td>No significant effect of probiotics upon rates of seroprotection to any of the three virus types. <em>Lactobacillus rhamnosus</em> GG group had significantly greater increase in neutralizing antibody responses to poliomyelitis virus types 1, 2 compared to placebo and significantly greater increase in poliomyelitis virus type 1 specific IgA titre compared to placebo. <em>Lactobacillus paracasei</em> ssp. <em>paracasei</em> strain CRL431 had significantly greater increase in poliomyelitis virus type 2 specific IgM titer compared to placebo.</td>
</tr>
<tr>
<td>Olivares et al. (2007)</td>
<td><em>Lactobacillus fermentum</em> (CECT5716); 10^{10} cfu in a capsule.</td>
<td>Parenteral inactivated trivalent influenza vaccine for the campaign of 2004/2005.</td>
<td>Parallel, randomized, double-blind, placebo-controlled study of n = 50 healthy adults aged 22–56 years (Spain). Probiotic provided for 2 weeks pre- and postvaccination. Blood samples collected 2 weeks prior to vaccination, immediately prior to vaccination and 2 weeks postvaccination.</td>
<td>Significantly higher vaccine-specific IgM 2 weeks postvaccination in probiotic-treated group. Significantly lower participant reported incidence of influenza-like illnesses 5 months postvaccination in probiotic-treated group.</td>
</tr>
<tr>
<td>Reference</td>
<td>Probiotic, Dose, and Matrix</td>
<td>Vaccine</td>
<td>Study Design</td>
<td>Outcomes</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------------------</td>
<td>--------------------------------------</td>
<td>-----------------------------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Paineau et al. (2008)</td>
<td><em>Lactobacillus acidophilus</em> La-14, <em>Lactobacillus acidophilus</em> NCFM®, <em>Lactobacillus plantarum</em> Lp-115, <em>Lactobacillus paracasei</em> Lpc-37, <em>Lactobacillus salivarius</em> Ls-33, <em>Bifidobacterium lactis</em> Bl-04, <em>Bifidobacterium lactis</em> Bi-07 each provided at 1 × 10¹⁰ cfu in capsules</td>
<td>Two doses of oral cholera vaccine Dukoral® 7 days apart.</td>
<td>Parallel, randomized, double-blind controlled study of n = 83 healthy adults aged 18–62 years (France). Probiotics taken twice daily for 3 weeks, starting one week prior to vaccination. Blood samples collected 7 days prior to vaccination, and at 7 and 14 days after second vaccination.</td>
<td>Significantly higher increase in vaccine-specific serum IgG on day 21 in subjects given probiotics <em>Bifidobacterium lactis</em> Bl-04 and those given <em>Lactobacillus acidophilus</em> La-14 compared to placebo. Significantly lower levels of vaccine-specific IgM on day 28 in subjects given <em>Bifidobacterium lactis</em> Bl-04 compared to placebo.</td>
</tr>
<tr>
<td>Davidson et al. (2011)</td>
<td><em>Lactobacillus casei</em> strain GG (LGG) 10¹⁰ cfu and 295 mg inulin in gelatin capsule. Placebo = 355mg inulin in gelatin capsule.</td>
<td>Nasally administered live attenuated trivalent influenza vaccine for the campaign of 2007/2008.</td>
<td>Randomised, double-blind placebo controlled study of n = 42 healthy adults aged 18–49 (USA). Probiotic provided twice daily for 28 days, starting on the day of vaccination. Blood samples collected at baseline, day 14, 28, and 56.</td>
<td>No significant differences in seroconversion rates for H1N1 and B strains. Probiotic significantly increased seroprotection rate to the H3N2 strain at day 28. No significant differences in seroconversion rates at day 56.</td>
</tr>
<tr>
<td>Rizzardini et al. (2012)</td>
<td><em>Bifidobacterium animalis</em> ssp. lactis (BB-12®) 10⁸ cfu in a capsule or <em>Lactobacillus paracasei</em> ssp. paracasei (L. casei 431®) 10⁶ cfu in 110 ml of acidified dairy drink.</td>
<td>Parenteral attenuated trivalent influenza vaccine for the campaign of 2008/2009.</td>
<td>Parallel, randomized, placebo-controlled study of n = 211 healthy adults aged 19–60 years (Italy). Probiotics were provided for 6 weeks, starting 2 weeks prior to vaccination. Blood samples collected at baseline and after 6 weeks of probiotic supplementation.</td>
<td>Significantly greater increase in vaccine-specific IgG antibody titer with both probiotic treatments compared to placebo.</td>
</tr>
</tbody>
</table>
differences in vaccine-specific antibody production (Davidson et al., 2011; de Vrese et al., 2005; Link-Amster et al., 1994; Olivares et al., 2007; Paineau et al., 2008; Rizzardini et al., 2012). Vaccination via the oral or nasal routes is anticipated to directly influence mucosal immune responses. Four of the six studies using oral or nasal vaccinations identified significant positive effects upon vaccine-specific antibody titers (Davidson et al., 2011; de Vrese et al., 2005; Link-Amster et al., 1994; Paineau et al., 2008), and two reported no significant effect of probiotic supplementation (Fang et al., 2000; Ouwehand et al., 2014). Of the studies reporting no significant effects, it is noteworthy that these included the study with the shortest intervention period (7 days, Fang et al., 2000). Strain-specific effects may also account for some variations between studies, as evidenced by the data presented by Paineau et al. (2008), where significant positive effects were only observed for two of the seven probiotic treatments tested. Among studies that assessed the influence of probiotics upon influenza vaccination responses, two identified significant increases in vaccine-specific IgG (Olivares et al., 2007; Rizzardini et al., 2012). The third and largest study identified no significant effect on vaccine-specific antibody responses (Jespersen et al., 2015).

Within healthy adults, significant positive effects of probiotics upon vaccination responses are therefore supported by the available data. Where other clinically relevant outcomes were reported, a mixed picture was seen. Two studies indicated that providing probiotics as an adjuvant to influenza vaccination led to significant reductions in participant-reported days with influenza-like illness (Olivares et al., 2007; Jespersen et al., 2015). In contrast, Ouwehand et al. (2014) noted that adverse

### TABLE 8.3 (Continued)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ouwehand et al. (2014)</td>
<td>Lactobacillus acidophilus ATCC 700396; 10⁸ cfu as capsulated powder to be mixed with 150 ml soya milk products.</td>
<td>Oral challenge with attenuated <em>Escherichia coli.</em></td>
<td>Parallel, double-blind, placebo-controlled study of <em>n</em> = 40 healthy men, mean age 24 years (The Netherlands). Probiotics were provided twice daily for 4 weeks, starting 2 weeks prior to vaccination. Blood samples collected 9 and 15 days postvaccination oral challenge.</td>
<td>No significant differences between probiotic and placebo in antigen-specific serum IgG, IgM, or IgA. Clinical measures (fever, headache, nausea, loose stools) more often reported in probiotic group.</td>
</tr>
<tr>
<td>Jespersen et al. (2015)</td>
<td>Lactobacillus paracasei subsp. paracasei, L. casei431 (Chr. Hansen A/S); ≥10⁹ cfu in 100 ml acidified milk drink.</td>
<td>Parenteral inactivated trivalent influenza virus vaccine for the 2011/2012 campaign.</td>
<td>Randomized, double-blind, placebo-controlled trial of <em>n</em> = 1104 healthy adults aged 18–60 years (Germany, Denmark). Probiotic provided for 42 days, starting 3 weeks prior to vaccination. Blood samples collected 21 days postvaccination.</td>
<td>No significant effect upon vaccine-specific seroprotection, seroconversion, or geometric mean titer. Significantly shorter duration of common cold and influenza-like illness on day 21–42 of probiotic treatment.</td>
</tr>
</tbody>
</table>
vaccine side effects (fever, headache, nausea, loose stools) were more prevalent among participants receiving probiotic supplementation after an oral *Escherichia coli* challenge.

### 8.4 PROBIOTICS AND VACCINE RESPONSES IN OLDER ADULTS

Six studies of probiotics used concurrently with parenteral influenza vaccination in older adults were identified (Table 8.4). These studies were conducted in nursing home residents (Akatsu

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boge et al. (2009)</td>
<td><em>Lactobacillus paracasei</em> ssp. <em>paracasei</em> (Actimel®); 10^10 cfu in 100 g sweetened, flavored, fermented dairy drink.</td>
<td>Parenteral inactivated trivalent influenza virus vaccine (pilot study 2005–2006; confirmatory study 2006–2007).</td>
<td>Pilot study: Randomized, controlled, double-blind study of n = 86 healthy nursing home residents aged ≥ 70 years (France). Probiotic provided twice daily for 7 weeks, starting 4 weeks prior to vaccination. Blood samples collected at baseline and 3 weeks, 3 months, and 5 months postvaccination. Confirmatory study: Randomized, controlled, double-blind study of n = 222 healthy nursing home residents aged ≥ 70 years (France). Probiotic provided twice daily for 13 weeks, starting 4 weeks prior to vaccination. Blood samples collected at baseline and 3 weeks, 6 weeks, 9 weeks, and 5 months postvaccination.</td>
<td>Significantly higher B/Malaysia/2506/2004 antibody titers in probiotic group at 3, 6, and 9 weeks postvaccination, and associated significantly higher seroconversion rates at 6 and 9 weeks postvaccination.</td>
</tr>
<tr>
<td>Bosch et al. (2012)</td>
<td><em>Lactobacillus plantarum</em> CECT7315/7316 at 5 × 10^9 cfu or 5 × 10^8 cfu in 20 g powdered skim milk to be dissolved in water or other cold drink.</td>
<td>Parenteral inactivated trivalent influenza virus vaccine for the 2006/2007 campaign.</td>
<td>Randomized, double-blind, placebo-controlled study of n = 60 institutionalized volunteers aged 65–85 (Spain). Probiotics provided for 3 months, starting 3–4 months postvaccination. Blood samples collected at baseline of probiotic treatment and after 3 months probiotic treatment.</td>
<td>Significant increase in vaccine-specific IgG in high-dose probiotic group. Significant increase in vaccine-specific IgA in probiotic-treated groups.</td>
</tr>
</tbody>
</table>

(Continued)
TABLE 8.4 (Continued)
Studies Investigating the Effects of Probiotics on Vaccine Responses in Older Adults

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>van Puyenbroeck et al. (2012)</td>
<td><em>Lactobacillus casei</em> Shirota (LcS); 6.5 x 10^9 cfu in a fermented milk product.</td>
<td>Parenteral inactivated trivalent influenza virus vaccine for the 2007/2008 campaign.</td>
<td>Randomized, double-blind, placebo-controlled trial of n = 737 healthy nursing home residents aged ≥ 65 (Belgium).</td>
<td>No significant effect upon influenza-specific titers, seroconversion, or seroprotection rates.</td>
</tr>
<tr>
<td>Akatsu et al. (2013a)</td>
<td>Heat-killed <em>Lactobacillus paracasei</em> MoLac-1; 10^9 cfu in jelly.</td>
<td>Parenteral inactivated trivalent influenza virus vaccine for the 2012/2013 campaign.</td>
<td>Randomized, placebo-controlled study of n = 15 nursing home residents, mean age 76 years (Japan). Probiotic provided for 12 weeks, starting 3 weeks prior to vaccination.</td>
<td>No significant differences between probiotic and placebo group in the change in haemagglutination inhibition (HAI) titers postvaccination compared to baseline. No significant differences in rates of seroconversion.</td>
</tr>
<tr>
<td>Akatsu et al. (2013b)</td>
<td><em>Bifidobacterium- longum</em> BB536; 5 x 10^{10} cfu in 2 g powder mixed into enteral tube feeding formula one hour before feeding.</td>
<td>Parenteral inactivated trivalent influenza virus vaccine for the 2009/2010 campaign.</td>
<td>Parallel, double-blind, randomized, placebo-controlled study of n = 45 patients fed by enteral tube aged ≥ 65 yr (Japan). Probiotics provided for 12 weeks, starting 4 weeks prior to vaccination.</td>
<td>Significantly more patients receiving probiotic had A/H1N1 antibody titers &gt;20 at week 6. No significant effect of probiotic upon seroprotection (antibody titer &gt;40).</td>
</tr>
</tbody>
</table>
et al., 2013a; Boge et al., 2009; Maruyama et al., 2016; van Puyenbroeck et al., 2012), institutionalized older adults (Bosch et al., 2012) or those receiving enteral feeding (Akatsu et al., 2013b). While several identified significantly higher vaccine-specific antibody titers with probiotic treatment (Akatsu et al., 2013b; Boge et al., 2009; Bosch et al., 2012), in only one study was this associated with significantly increased rates of seroconversion (Boge et al., 2009). The study by Bosch et al. (2012) is of interest as this was the only study identified that did not provide probiotic supplementation before or immediately after vaccination: in this study, probiotic supplementation was commenced 3–4 months postvaccination, yet still significantly increased vaccine-specific IgA and IgG titers. Further studies that investigate the best time for dietary probiotic provision in relation to vaccination schedules are therefore warranted. The studies by Akatsu et al. (2013a) and Maruyama et al. (2016) are notable in that they provided heat-inactivated probiotics, and so would rely on mechanisms other than colonization to exert any immunomodulatory effect. No significant effect on vaccine responses was observed in either study, although a subgroup analysis in Maruyama et al. (2016) of those participants > 85 years old indicated that probiotic supplementation increased the likelihood of achieving a twofold increase in antibody titers.

8.5 Prebiotics and Vaccine Responses

Seven studies were identified where prebiotics were provided as adjuvants to vaccination (Table 8.5). These included studies of preterm (Van den Berg et al., 2013) and term infants (Duggan et al., 2003, Salvini et al., 2011, Stam et al., 2011), and middle-aged (Lomax et al., 2015) or older adults (Bunout et al., 2002; Akatsu et al., 2016), indicating a lack of available data on the effect that prebiotics might have upon vaccine responses in younger adults. Only two of these seven studies identified any significant effects of prebiotics upon vaccine responses, but it is of interest that those

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prebiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bunout et al. (2002)</td>
<td>3 g of fructooligosaccharides (70% raftilose and 30% raftiline) to be mixed with a government-provided nutritional supplement.</td>
<td>Influenza and pneumococcal vaccination.</td>
<td>Randomized, double-blind, placebo-controlled study of n = 66 healthy, free-living older adults aged ≥ 70 yr (Chile). Prebiotics provided twice daily for 28 weeks, starting 2 weeks prior to vaccination. Blood samples collected at baseline, day of vaccination and 6 weeks postvaccination.</td>
<td>No significant differences in vaccine-specific antibody titers.</td>
</tr>
</tbody>
</table>

(Continued)
### TABLE 8.5 (Continued)

**Studies Investigating the Effects of Prebiotics on Vaccine Response**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prebiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duggan et al. (2003)</td>
<td>First trial: Infant cereal supplemented with oligofructose (0.55 g/15 g cereal) Second trial: Infant cereal supplemented with oligofructose (0.55 g/15 g cereal) and zinc (1mg/15 g cereal)</td>
<td>Haemophilus influenza type B (Hib) at 5–6 months age.</td>
<td>First trial: Randomized, double-blind study of ( n = 282 ) healthy, weaned infants aged 6–12 months (Peru). Prebiotic-enriched cereal provided for 6 months. Blood sample collected on enrollment and at 5 and 6 months after enrollment. Second trial: Randomized, double-blind study of ( n = 349 ) healthy, weaned infants aged 6–12 months (Peru). Prebiotic-enriched cereal provided for 6 months. Blood sample collected on enrollment and at 5 and 6 months after enrollment.</td>
<td>No significant differences in post-Hib vaccine antibody titer.</td>
</tr>
<tr>
<td>Salvini et al. (2011)</td>
<td>Infant formula enriched with 8 g/L short-chain galactooligosaccharides and long-chain fructooligosaccharides (9:1).</td>
<td>HepB vaccine at 12 months age.</td>
<td>Randomized, placebo-controlled study of ( n = 22 ) full-term formula-fed newborns of hepatitis C–infected mothers (Italy). Prebiotic-enriched formula provided from day of birth for first 6 months of life. Blood samples collected for vaccine responses at 12 months.</td>
<td>No significant effect upon vaccine-specific antibody titers.</td>
</tr>
</tbody>
</table>

(Continued)
**TABLE 8.5 (Continued)**

**Studies Investigating the Effects of Prebiotics on Vaccine Response**

<table>
<thead>
<tr>
<th>Reference</th>
<th>Prebiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stam et al. (2011)</td>
<td>6.8 g/L short-chain galactooligosaccharides/long-chain fructooligosaccharides (9:1) and 1.2 g/L pectin-derived acidic oligosaccharides within infant formula.</td>
<td>Hib and tetanus immunization at 2, 3, 4, and 11 months age.</td>
<td>Randomized, placebo-controlled, double-blind study of n = 164 healthy, full term nonatopic infants (The Netherlands) who had received at least one formula feed prior to 8 weeks age.</td>
<td>No significant effect of prebiotic treatment upon vaccine-specific antibody levels.</td>
</tr>
<tr>
<td>Van den Berg et al. (2013)</td>
<td>80% neutral oligosaccharides [small-chain galactooligosaccharides/long-chain fructooligosaccharides] in combination with 20% pectin-derived acidic oligosaccharides in enteral supplementation at a maximum dose of 1.5 g/kg/day.</td>
<td>DTaP, polio and Hib combination vaccine at 2, 3, and 4 months age.</td>
<td>Randomized trial of n = 113 preterm infants (gestational age &lt;32 weeks and/or birth weight &lt;1500 g) admitted to level III neonatal intensive care unit (The Netherlands). Prebiotics provided between day 3 and day 30 after birth. Blood samples collected within 48 hours of birth and at 5 and 12 months age.</td>
<td>No significant effect upon vaccination response.</td>
</tr>
<tr>
<td>Lomax et al. (2015)</td>
<td>Long-chain inulin and oligofructose, 8 g/day provided as powder to be mixed with water.</td>
<td>Parenteral inactivated trivalent influenza virus vaccine.</td>
<td>Parallel, randomized, double-blind, placebo-controlled study of n = 49 middle-aged adults (45–63 yr). Prebiotic provided 4 weeks prior to vaccination and 4 weeks postvaccination. Blood samples collected at baseline and at 2 and 4 weeks postvaccination.</td>
<td>No significant treatment effects observed upon rates of seroprotection or seroconversion. Significantly higher H3N2 antibody titers with prebiotic treatment.</td>
</tr>
</tbody>
</table>

(Continued)
which did were both studies of the parenteral inactivated trivalent influenza vaccine. These studies identified significant effects of prebiotic treatment on the response to the H3N2 strain, with a higher rate of seroprotection 6 weeks postvaccination among elderly adults (Akatsu et al., 2016), and a significant increase in H3N2 antibody titers among middle-aged adults (Lomax et al., 2015).

8.6 SYNBIOTICS AND VACCINE RESPONSES

Five studies of synbiotics and vaccine responses were identified (Table 8.6). These included studies of infants at risk of atopic disease (Kukkonen et al., 2006), healthy children (Firmansyah et al., 2011; Perez et al., 2010), healthy younger adults (Przemska-Kosicka et al., 2016), and older adults (Bunout et al., 2004; Przemska-Kosicka et al., 2016). The studies conducted in children indicated no significant effects upon vaccine responses (Firmansyah et al., 2011; Perez et al., 2010). Among infants identified as being at increased risk of atopic disease, there was an increased rate of protection against Haemophilus influenzae type B (Hib) after synbiotics were provided to mothers during late pregnancy and infants during the first 6 months of life. Among adults, a mixed picture is seen. Some data indicate an impaired influenza vaccine response with synbiotic treatment, particularly among older adults (Przemska-Kosicka et al., 2016), while another study of older adults that provided synbiotics over a longer duration identified no significant effects on vaccine-specific responses (Bunout et al., 2004). A similarly mixed picture was observed for studies reporting clinical outcomes, with a study in children identifying no significant effects of treatment upon days of fever or infectious episodes (Perez et al., 2010), while a study of older adults identified significantly lower incidence of subject reported infections during the 12-month supplementation period (Bunout et al., 2004). There is currently insufficient data to draw strong conclusions on the influence that synbiotics may have upon vaccine responses.
### TABLE 8.6
Studies Investigating the Effects of Synbiotics on Vaccine Responses

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Prebiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bunout et al. (2004)</td>
<td><em>Lactobacillus paracasei</em> (NCC 2461) 10^9 cfu, 6 g fructooligosaccharides (raftilose: raftiline 2:1) within a 117 g powder-based nutritional drink</td>
<td>Influenza and pneumococcal vaccination.</td>
<td>Open label, parallel study of n = 60 healthy elderly subjects (≥70 years) (Chile). Synbiotic provided for one year, starting 4 months prior to vaccination. Blood sample collected 2 months postvaccination.</td>
<td>No significant differences in vaccine-specific antibodies 2 months postvaccination. Significantly lower incidence of subject reported infections during the 12-month supplementation period.</td>
</tr>
<tr>
<td>Kukkonen et al. (2006)</td>
<td><em>Lactobacillus rhamnosus</em> GG (ATCC 53103) 5 × 10^9 cfu, <em>Lactobacillus rhamnosus</em> (LC705) 5 × 10^9 cfu, <em>Bifidobacterium breve</em> (Bbi99) 2 × 10^8 cfu, <em>Propionibacterium freudenreichii</em> ssp. <em>shermanii</em> JS 2 × 10^9 cfu in capsule form. 0.8 g galactooligosaccharides.</td>
<td>DTaP when infants 3, 4, and 5 months, Hib vaccines at 4 months.</td>
<td>Randomized, double-blind, placebo-controlled study of n = 98 pregnant women (35 weeks gestation) with a family history of atopic disease and their infants (Finland). Mothers take probiotic capsules twice daily until delivery. Infants take one capsule with 0.8 g galactooligosaccharide syrup until 6 months. Blood samples collected from infants at 6 months.</td>
<td>Higher frequency of protective Hib-specific IgG antibody responses in the synbiotic group (p = 0.02) No significant differences in diphtheria- and tetanus-specific titers.</td>
</tr>
<tr>
<td>Perez et al. (2010)</td>
<td><em>Lactobacillus casei</em>, 95 × 10^6 cfu, <em>Lactobacillus acidophilus</em> 95 × 10^6 cfu, oligofructose (950 mg), and inulin (240 mg) within 95 g fermented milk.</td>
<td>DTaP-Hib at 18 months age or 23-valent antipneumococcal vaccine.</td>
<td>Double-blind, placebo-controlled trial of n = 162 low socioeconomic status children aged 9 months to 10 years who attended hospital outpatient facilities (Argentina). Synbiotic drink taken once daily for at least 4 months prior to vaccination. Blood samples collected prior to vaccination and 30—40 days postvaccination.</td>
<td>No significant effects upon antibody response, days of fever, or infectious episodes.</td>
</tr>
</tbody>
</table>
8.7 DISCUSSION AND CONCLUSIONS

This review details the available data from 32 studies of dietary prebiotics, probiotics, and synbiotics, as well as vaccine-specific immune responses in humans. These studies reflect a diverse field of research, with variations in cohort age, geographical population studied, intervention period, vaccination type, and vaccination route. While this presents challenges in drawing out patterns on the effect of prebiotics, probiotics, or synbiotics upon vaccination responses, some data trends are apparent. For probiotics, no available study of dietary supplementation demonstrated any improvement in the vaccine-specific immune responses of infants and children, and indeed one study identified impaired vaccine responses associated with probiotic treatment (Matsuda et al., 2011). Early life and infancy is a period where the immune system undergoes rapid development and change against a background of passive immunity provided by antibodies transferred from the mother during pregnancy and breastfeeding. It is of interest that the study by West et al. (2008) indicated positive effects of probiotic supplementation among a subset of infants who were breastfed for less than 6 months. This may suggest that breastfeeding provides such immune benefits to infants that there is little scope for further improvement in function via dietary probiotics. The picture for probiotics as

<table>
<thead>
<tr>
<th>Reference</th>
<th>Probiotic, Prebiotic, Dose, and Matrix</th>
<th>Vaccine</th>
<th>Study Design</th>
<th>Outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firmansyah et al. (2011)</td>
<td><em>Bifidobacterium longum</em> (BL999), <em>Lactobacillus rhamonosus</em> (LPR), inulin, and fructooligosaccharides (30:70) in milk, minimum dose of 57.6 g of this combination in 400 ml milk.</td>
<td>Measles booster and primary hepatitis A vaccine at 14 months.</td>
<td>Parallel, randomized, double-blind, placebo-controlled study of n = 393 healthy toddlers aged 12 months (Indonesia). Synbiotic provided for 4 months. Blood samples collected at baseline and 2 months postvaccination.</td>
<td>No significant differences in vaccine-specific antibody responses.</td>
</tr>
<tr>
<td>Przemska-Kosicka et al. (2016)</td>
<td><em>Bifidobacterium longum</em> bv. <em>infantis</em> CCUG 52,486 (10⁹ CFU) and glucooligosaccharide (8 g), provided as powder for mixing with water or milk or with breakfast cereal</td>
<td>Parenteral-inactivated trivalent influenza virus vaccine.</td>
<td>Parallel, randomized, double-blind, placebo-controlled study of n = 62 younger adults (18–35 years old) and n = 62 older adults (60–85 years old). Synbiotic provided 4 weeks prior to vaccination and 4 weeks postvaccination. Blood samples collected at baseline and at 2 and 4 weeks postvaccination.</td>
<td>No significant differences in rates of seroprotection or seroconversion with synbiotic treatment in either age group. When data from all participants were combined, significantly lower H1N1 titers with synbiotic treatment. Amongst older adults, significantly lower H3N2 and Brisbane strain antibody titers with synbiotic treatment.</td>
</tr>
</tbody>
</table>
vaccine adjuvants among adults was more positive, with nine of the fourteen identified publications indicating a significant benefit upon diverse vaccine responses, including upon responses to oral salmonella (Link-Amster et al., 1994), cholera (Paineau et al., 2008), and polio (de Vrese et al., 2005) vaccinations, and nasal (Davidson et al., 2011) and parenteral influenza vaccinations (Akatsu et al., 2013b; Boge et al., 2009; Bosch et al., 2012; Olivares et al., 2007; Rizzardini et al., 2012). However, the lack of significant effects upon vaccine-specific immune responses reported within the largest scale studies of probiotics (n = 1104, Jespersen et al., 2015; n = 737, van Puyenbroeck et al., 2012) cannot be ignored. One proposed explanation put forward by Jespersen et al. (2015) is that participants who are already capable of responding strongly to vaccination do not have the capacity for further improvement via dietary intervention. Work by Przemska-Kosicka et al. (2016) and Maruyama et al. (2016) highlights that variations in the degree of immunosenescence among older adults is a significant potential confounder. In addition, comparing results obtained in studies that have used influenza vaccination as a model of immune responses presents a challenge because the three strains included in this vaccine are subject to review each year. While this provides a research advantage in enabling repeated studies of immune responses among adults who have previously been vaccinated, it comes at the cost of variations in vaccine effectiveness year-to-year (Table 8.7).

<table>
<thead>
<tr>
<th>Campaign Year</th>
<th>WHO: Recommendations for Seasonal Influenza Vaccine Composition (Northern Hemisphere)</th>
<th>Adjusted Overall Vaccine Effectivenessb</th>
<th>Studies of Probiotics, Prebiotics, or Synbiotics and the Response to Influenza Vaccination</th>
</tr>
</thead>
</table>

(Continued)
and altered responses among participants exposed to similar antigens in previous years, which may account for some of the differences in results between studies. While only limited data are available for the effects of prebiotics and synbiotics upon vaccination responses, only three of the eleven identified studies demonstrated a benefit of dietary supplementation (Akatsu et al., 2016; Kukkonen et al., 2006; Lomax et al., 2015) upon vaccination responses. Whether any positive effects that may arise from synbiotic supplementation are a result of the prebiotic or the probiotic, or are a truly synergistic effect of the combined ingredients, remains to be addressed.

In summary, available data indicate that treatment of adults with live probiotic strains can induce significant increases in vaccine-specific antibody responses to a wide range of vaccines, including seasonal influenza. This is of significant public health importance, given that annual influenza epidemics are estimated to cause 250,000–500,000 deaths (World Health Organization, 2014). However, available data also indicate that those individuals most vulnerable to severe consequences following impaired vaccination responses (children under 2 years of age, adults over 65 years of age) are not the most responsive populations to the vaccine-specific effects of dietary probiotics, limiting the clinical benefit of widespread probiotic supplementation. Further studies are required to fully assess the strain-specific effects of probiotics and the optimal timing and duration of interventions planned around vaccination schedules.
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9.1 INTRODUCTION

Human milk remains the preferred nutrition in early life for infant development. Infant formula has been developed over many decades into adequate nutrition for those infants who cannot receive human milk. However, even modern infant formulas lack components that are tailor-made by each mother for the immune imprinting of her baby, such as specific antibodies (based on the immunologic history of the mother) and human milk oligosaccharides (HMOs) (based on the mother’s specific genetic makeup with regard to Lewis blood group and secretor status). The primary immune challenge after birth is infection, but secondary to this, the immune system should develop and mature in the most appropriate way to fight against the onset of immune disorders such as allergies and autoimmunity (i.e., learning to distinguish between self and nonself), which is pivotal for healthy development. Within this chapter, we will highlight the immunological importance of unique and specific oligosaccharides known to be present in human milk, focusing on their role in immune development. Moreover, the unique interactions between specific oligosaccharides on the microbiome and immune development will be discussed, as well as the impact of such interactions regarding specific immune-related diseases.
9.2 EARLY LIFE IMMUNE DEVELOPMENT

At birth the human immune system is invariably different from that of adults regarding immune responsiveness. Although competent and able to recognize most infections, the relative immunologic immaturity at birth is an important factor in the challenging fight against many infections. The limited antigen exposure as well as the natural biased immune status during pregnancy (in order to prevent adverse immunological reactions and rejection between mother and child) result in the immaturity of the immune system at birth [1]. For instance, immune responses elicited in response to infectious pathogens and vaccines are inefficient during the neonatal period [2,3]. In addition, the gastrointestinal (GI) tract is functionally underdeveloped and immature like the immune system of the newborn infant. Proper maturation of the GI mucosa tract requires not only the first colonization by microorganisms, but also a fully integrated balance between a functional microbial community and the nutritional and immunological requirements of the host [4–6]. The mucosal contact to the external microbiota plays a crucial role in establishing and maturing of the mucosal, as well as the systemic immune system [7]. The first postnatal year of life seems to be an essential period for programming the immune system leading to lifelong consequences. Factors that might influence development of the immune system include environmental exposures like feeding (i.e., preferably human milk), antigenic exposure, and the use of antibiotics. Emerging knowledge provides understanding of the protective and programming effects of nutritional components on healthy immune development, providing opportunities to improve health and, as a consequence, reduce the risk of diseases later in life. A better understanding of the biological mechanisms involved, including the relative contributions of individual dietary components, is important to understand early life development, leading to better strategies for prevention and/or treatment of -related disorders early and/or later in life.

9.3 HUMAN MILK OLIGOSACCHARIDES (HMOs)

Within the first few months of life infants should receive preferably only human milk as their diet. This implies that during the most rapid growth phase, all essential nutrients need to be present. Indeed, human milk has evolved to contain all the nutrients necessary for the infant to thrive (Figure 9.1). In addition, on top of the essential (and nonessential) nutrients, human milk is known to contain unique molecules providing additional health benefits. HMOs are among these unique functional ingredients. More than one hundred different oligosaccharides have been identified in human milk; these are unique in their structural diversity and high amount. The actual variety is estimated to be in the range of approximately one thousand different structures. Although the composition of human milk varies extensively between individuals and time of feeding [8,9], on average the variety of complex oligosaccharides present in human milk exceeds the variety in cow’s milk and consequently in infant milk formula. Currently, almost all major infant milk formula contains a limited number of nondigestible oligosaccharides. However, the main evidence with regard to oligosaccharide-based benefits on stool characteristics (pH, frequency, consistency, microbiota)

FIGURE 9.1 (See color insert.) Summary of the composition of human milk.
and immunity is for a specific mixture of short-chain galactooligosaccharides (scGOS) and long-chain fructooligosaccharides (lcFOS) (in a ratio of 9:1). In addition, very recently a first study was reported on the use of specific HMOS 2’-fucosyllactose (2’FL) in infant formula: growth and 2’FL uptake were similar to what is seen in breastfed infants [10].

The largest carbohydrate component of human milk is lactose, a disaccharide which consists of galactose combined with glucose. Lactose serves as a fundamental building block for the larger oligosaccharides found in human milk. If fucose is linked to the lactose, the oligosaccharide structure that arises is termed a fucosyllactose (FL), whereas if N-acetylneuraminic acid is linked to lactose it generates a sialyllactose (SL). Depending on the binding site, different structures might arise. Recently the identification of different oligosaccharides in nonhuman milk revealed the presence of complex structures with fucose as well. 2’FL is present in about 20% of the oligosaccharides found in human milk [11]. In contrast only 0.3% of bovine oligosaccharides were found to be fucosylated, highlighting the differences between species. The more combinations produced between these building blocks, the more complex the oligosaccharide structures become. For instance, when combining N-acetylglucosamine with galactoses and N-acetylneuraminic acids with glucose, different HMOs including disialyllacto-N-tetraose are formed. This illustrates the possibilities of generating large panels of complex oligosaccharides, and implicates an important difference between human and nonhuman milk.

9.4 BREASTFEEDING REDUCES THE RISK FOR INFECTION

Both UNICEF and the World Health Organization (WHO) recommend exclusive breastfeeding up to the age of 6 months, with continued breastfeeding along with appropriate complementary foods up to the age of 2 years or even beyond. Numerous positive health benefits are associated with breastfeeding (Figure 9.2). Human milk is not only a comprehensive source of nutrition, it is also a well-established provider of immune factors helping immune maturation and defense against many different infectious diseases in infants [12]. Indeed, in both the neonatal period and after weaning, the clinical benefits of breastfeeding are well documented. Large cohort studies, in which

![FIGURE 9.2 Health benefits of breastfeeding and of human breast milk oligosaccharides (HMOs).](image-url)
mother-infant dyads are systematically studied, provide insights into differences related to mode of infant feeding and the impact on the incidence of different diseases generally known to occur during infancy. Infants consuming mother’s milk were found to have a significantly lower risk for the development of infectious diarrhea and a lower risk for respiratory tract infections as well as other types of infectious diseases, including otitis media. Moreover, breastfeeding reduces the risk of hospitalization for lower respiratory tract infections during the first year of life [13]. The findings have been replicated by subsequent studies conducted over several decades and on different continents [12,14].

The protective effect of breastfeeding on infections can be explained by passive immunity provided by the mother through pathogen-specific antibodies present in milk. In addition, human milk contains a wide range of immune modulatory factors including HMOs, fatty acids, nucleotides, cytokines, lysozyme, and lactoferrin and even immune cells [15]. Moreover, perhaps for supporting early microbial colonization, human milk has been shown to contain bacteria as well, including staphylococci, streptococci, bifidobacteria, and lactic acid bacteria [16,17]. These microbes might play a significant role in supporting a balanced development of the infant’s immune system. The composition of human milk changes in accordance to maternal nutritional status. Although it has been shown that nutritional deficiencies within the mother directly contribute to the deficiencies in their infants [18], it remains difficult to prove that there is a direct association between maternal nutritional status and the level of immune factors found in human milk [19]. In general, it is accepted that malnutrition leads to impaired immune responsiveness and consequently impairs the defense against infections. Observations from cohort studies have shown an association between maternal malnutrition and low birth weight, leading to an impaired response to vaccines [20,21]. This malnutrition-induced immunological impairment is multifactorial, including but not limited to a reduced complement activation, impaired mucosal barrier function, insufficient antibody production, and reduced numbers of circulating cells (including T lymphocytes [T-cells], natural killer [NK] cells, and dendritic cells [DCs]) in the neonate. In addition, increased numbers of infectious episodes will contribute to nutrient deficiencies via altered nutrient transport, decreased absorption, and increased energy requirements. Furthermore, impaired gut function and microbiota further impair the immune defense and increase susceptibility to infections ([22,23] and reviewed by Cunningham-Rundles et al.[24]).

9.5 HOW DOES BREASTFEEDING REDUCE THE RISK FOR INFECTION?

The development of a healthy and balanced immune response and robust microbiome composition are closely related, especially in early life. Breastfeeding seems to have an important role therein (Figure 9.2). Exclusive breastfeeding until the age of 4 months followed by partial breastfeeding is associated with a significant reduction in respiratory and gastrointestinal infectious diseases [25,26]. In addition, infants who were not exclusively breastfed at 6–8 weeks of age have a higher risk for hospitalization in early life in relation to a wide range of common infections [14]. The protective effect of breastfeeding has been shown to persist during childhood [27,28]. This indicates that human milk can provide passive immunity through, for instance, maternal antibodies, but also supports the development of the innate and adaptive immunity [29,30]. Although several studies have been performed to address the effect of human milk on innate immunity (i.e., the direct generic way of the immune system to respond to a pathogen), as well as the pathogen-specific adaptive immunity (providing long-lasting protection), the observations have not been consistent across studies. For instance, in some studies breastfeeding was found to be associated with a lower frequency of systemic naive (CD45RA⁺) T-cells in infants, whereas others showed higher numbers of these cells. Furthermore, an association was found with increasing numbers of peripheral CD4⁺ and CD8⁺ T-cells in infants and long-term breastfeeding [31–34]. Mainly due to the small sample size of these studies and the limitations in detection of memory T-cells, these studies remain inconclusive regarding the role of breastfeeding on adaptive immunity. Within a large population-based prospective cohort study (Gen R) the impact of breastfeeding on memory B- and T-cells was studied in
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infants and young children. Within a large number of healthy children, it was shown that the number of memory B-cells (CD27+IgA+, CD27+IgM+, and CD27 IgG+ memory B-cells) decreased with longer breastfeeding duration. In addition, the number of CD8+ T-cells, and especially the central memory CD8+ T-cells, was higher in breastfed children up to 6 months of age compared to exclusively formula-fed infants. Although the functional immunity to specific pathogens could not be studied, the previous findings within small studies (n < 40) (of increased CD8+ T-cell frequency or decreased CD4/CD8 T-cell ratio) was confirmed. Infants who were breastfed until 3 months of age had a higher frequency of CD8+ T-cells compared to infants who did not receive any human milk. This difference persisted over time when breastfeeding until 6 months was compared to nonbreastfed infants. This indicates that the development of CD8+ T-cells is supported by exposure to human milk, but no confirmed accumulation occurs over time. These results extend previous observations and suggest that on top of the protective effects of maternal pathogen-specific antibodies in breast milk, the CD8+ T-cell support might contribute to the protective effect against infectious diseases in infancy as shown through breastfeeding [35].

The protective effect of breastfeeding against infections is suggested to be attributed at least in part to the presence of complex human milk specific oligosaccharides. The anti-rotavirus activity of HMOs in both in vitro and in vivo systems has demonstrated the potential of both neutral (LNnt) and acidic HMOs to effectively inhibit infection by specific rotavirus strains [36]. The possible mechanisms by which these specific HMOs exert their anti-infective properties might be inhibiting rotavirus binding to the host cells and/or blocking virus entry into the cell or blocking viral replication. In addition to direct blockage of viral infection by mimicking viral receptors, indirect modulation by HMOs has been hypothesized. Modulation of intestinal microbiota, through nurturing intestinal cells and/or intestinal microbiota directly with oligosaccharide-lectin interactions will have an impact on the immune responsiveness.

9.6 EFFECT OF BREASTFEEDING ON VACCINATION-INDUCED IMMUNE RESPONSES

Adaptive immune responses to specific antigens develop differently in infants receiving formula feeding or breastfeeding. Difference in responses to measles-mumps-rubella vaccine [37] as well as to Haemophilus influenzae type b (Hib) and pneumococcal vaccines [29,38] have been reported between breastfed infants and those who were not breastfed. Infants immunized with Hib-vaccine who were breastfed developed significantly higher vaccine-specific antibody responses at the age of 7 months [39]. In addition, this impact remained significant at later ages [40]. Moreover, Kanariou et al. showed that the level of IgA was positively correlated with breastfeeding [41]. Breastfeeding has also been associated with a decreased incidence of fever after immunizations [42]. More recently it was shown that breastfeeding around the time of rotavirus (RV1) vaccine administration tended to increase the antirotavirus IgA seroconversion compared to those temporarily withheld from breastfeeding [43].

It has been shown that early life immune modulating aspects have longer-term consequences regarding vaccination responsiveness [44]. In correlation to the finding of increased naive CD8+ T-cells in breastfed infants compared to those fed formula, breastfed children show increased interferon-γ production, as well as an increase in frequencies of CD8+ T-cells after vaccination for mumps, measles, and rubella. On a cellular level, it has been reported that 2 weeks after live viral vaccination, only the breastfed infants had increased percentages of CD56+ and CD8+ lymphocytes with increased production of virus-specific interferon-γ. The immunologic responses to vaccination were sustained over a longer period of time in subjects that were breastfed compared to the formula-fed group [40]. Moreover, beneficial effects on virus-specific immune responses to poliovirus, diphtheria toxoid, and tetanus toxoid have been indicated through breastfeeding, whereas the responses to rotavirus are not clearly enhanced [38,45,46]. These studies however were not
designed to find differences between feeding type and may therefore not have been powered to take all confounding factors into account.

Recent studies showed that the effects of prebiotic oligosaccharides (produced by fermentation), mimicking the functional benefits of those present in human milk, could significantly enhance vaccine-specific cellular responses as measured by a delayed hypersensitivity response (DTH). However, the level of vaccine-specific IgG did not differ between the feeding groups at 12 months of age [47]. These studies explain in part some of the immune modulatory benefits of breast milk.

9.7 BREASTFEEDING LOWERS RISK OF ALLERGY DEVELOPMENT

Although the protection against infectious diseases among children receiving human milk is clearly observed, the possible benefit for the prevention of immune-related disorders such as allergy development remains controversial [25,48,49]. It is shown that the maternal allergic state affects composition of human milk [48]. Within the PATCH study (birth cohort study entitled Prediction of Allergies in Taiwanese Children), colostrum samples were analyzed from 98 lactating mothers and a positive association between maternal allergy status and level of inflammatory markers such as sIgA, IL-8, and sCD14 was found [50]. They also detected an increased level of fecal sIgA in infants receiving breastfeeding irrespective to the maternal allergic state. sIgA is an abundant immunoglobulin found in human milk and within the gastrointestinal tract of the infant. sIgA can bind to bacteria, toxins, and other components reducing their ability to bind to the intestinal epithelial cell modulating foreign antigen uptake by the intestine. This in turn may influence the risk for allergic sensitization. sIgA is known to be critical for the development of oral tolerance and a high level of intestinal IgA (possible induced by local low-grade inflammation) has been associated with a reduced risk for the development of IgE-associated allergic diseases [51]. In addition, since the level of sIgA has been validated as a marker for intestinal maturation and known to play an important role in the development of oral tolerance in infants, increase in fecal sIgA may suggest a potential mechanism to explain the protective effects of breastfeeding against the development of allergic manifestations.

Next to the inflammatory markers in breast milk, several food antigens can be detected in human milk as well. The presence of peanut, hen’s egg, and cow’s milk proteins has been described, as well as other lesser-known allergens like wheat and peach proteins [52]. Whether the presence of food allergens in human milk might lead to sensitization or tolerance induction to these foods in infants later on remains unknown and requires more in-depth studies. Early sensitization to food allergens through components in breast milk may occur and thereby might explain why some infants respond to proteins in an allergic way although they have never eaten them before. An additional influencing factor on the risk for allergy development is the time of solid food introduction. Although scientific evidence is limited, the timing of solid foods as well as formula has been associated with the development of allergic diseases [53]. Any discordance between the early developmental requirements for infant’s immune development and the dynamic nature of human milk constituents may possibly contribute to the development of allergic diseases [49].

The mechanism of specific HMOs to reduce the risk for allergy development is currently not known, although recently some studies in mice may suggest an immune modulatory effect. Supplementation of the diet with 2’FL or 6’SL did not show any effect on the levels of allergen-specific IgE in sensitized or challenged mice. This is in accordance with the earlier findings in the vaccination models and clinical studies [47,54,55]. Dietary supplementation with specific oligosaccharides has been shown to reduce the risk of developing allergies in infants [56–59]. The question however remains whether the observed effects are derived from direct interaction with immune cells or indirectly through the alteration in microbiome composition and change in derivatives thereof followed by immune changes. It is clear that the microbiota composition and activity has
an influence on the development of allergy, more specifically regulatory T-cell development is strongly influenced by the microbial composition, and therefore subject to modulation by dietary intervention and specific oligosaccharides [60,61]. With in vitro assays, it has been shown that the addition of specific oligosaccharides during dendritic cell development induces a regulatory T-cell response potentially of benefit in an allergic setting [62]. Therefore, during the development of the immune system in early life it seems likely that via multiple direct and indirect pathways specific HMOs contribute to the development of a balanced immune system and reduce the risk of allergic manifestations.

9.8 BREASTFEEDING AND DEVELOPMENT OF AUTOIMMUNITY

Type 1 diabetes (T1D) is a multifactorial, immune-mediated disease, which is characterized by the progressive destruction of autologous insulin-producing beta cells in the pancreas. Environmental factors that have been correlated to the risk of developing T1D include delivery mode at birth [63,64], early life nutrition [65–68], and frequent usage of antibiotics [69,70]. These factors are known to impact the development of the microbiota directly, and directly or indirectly influence the immune system. Nutrition early in life has been suggested to be determinants of disease incidence by its effects on immune status (i.e., early childhood [≤3 month] introduction to cereals [65,66] was shown to promote beta cell autoimmunity). The increased T1D incidence in infants who were delivered by caesarean section has recently been associated with altered composition of gut microbiome [63,64]. Moreover, evidence that both bio-breeding diabetic (BB-DP) and nonobese diabetic (NOD) rats were protected from diabetes onset by antibiotic use supports the crucial role that the gut microbiota plays in this type of immune-related disorder/disease [70]. However, it remains controversial whether breastfeeding is protective for the development of T1D. Breastfeeding has been shown to reduce the risk and/or prolonged the time to T1D onset [67,68], whereas other studies presented opposite findings [65,66]. Regardless, the beneficial effect of breastfeeding has been suggested to be attributed to the regulation of the (mucosal) immune system. Elevated levels of CD4+CD25+Foxp3+ in the mesenteric lymph nodes of prolonged exclusive breastfed BBDP rat pups throughout life were observed as well as low cytokine secretion at weaning [71]. Additionally, some studies suggest that the protective effect is based on the effect on intestinal maturation and thus decreased intestinal permeability. Through degradation and fermentation of carbohydrates into short-chain fatty acids (SCFAs) in the mature gut, indirectly the HMOs can have an influence on intestinal mucosal immunity and stability. Butyrate, as one of the dominant SCFAs found in breastfed infants, has been shown to enhance the intestinal barrier by regulating the assembly of tight junctions [72]. In addition, SCFAs have been shown to be crucial for efficient mucin synthesis. The production of mucin is negatively influenced by nonbutyrate producers in autoimmune individuals, rendering them more susceptible to intestinal inflammation. In line with this concept is the observed decrease in abundance of F. prausnitzii (butyrate-producing bacterium) in children with detectable diabetes-related autoantibodies [73], suggesting an involvement of the microbiome. Temporary dietary exposure of nonobese diabetic (NOD/ShiLtJ) mice to HMOs in early life reduced the incidence of autoimmune diabetes later in life [74]. The data regarding splenic Tregs from NOD mice indicate that the alterations are induced in response to the severity of the disease process, rather than being a causal factor of the protective HMOs effect. These results indicate that benefits of breastfeeding may include changes in immune development by HMOs, leading to suppression of spontaneous autoimmune reactions later in life. However, it would be important to examine the regulation of intestinal immunity by HMO intervention, which may be related to their modulatory effects on gut microbiota, thus providing a possible mechanism underlying the protective effects.
9.9 WHAT IS THE ROLE OF IMMUNE MODULATION BY OLIGOSACCHARIDES INCLUDING HMOs?

With the progression of manufactured HMOs more and more becomes known about the functional benefits these oligosaccharides may elicit as depicted within Figure 9.2. For instance, among the most studied HMOs is the 2-linked-fucosylated oligosaccharides of human milk, which has been reported to control diarrhea caused by the heat-stable toxin of *E. coli* and inhibit the binding of *C. jejuni* to the colon wall [75–77]. An additional aspect of interest related to 2’FL is that it is not present in the milk from all lactating women, and the concentration varies significantly during lactation. The high variability of fucoses in human milk is dependent on the genetically determined expression of FUT2. The lack of this enzyme results in the inability to attach 2-linked fucoses during the glycosylation process, which is essential in protein folding, but also in the production of specific oligosaccharides. The presence or absence of α1,2-linked fucosylated epitopes in secretions, including saliva and milk, defines secretor and nonsecretors respectively. Consequently, the secretor-phenotype distribution differs among populations providing the opportunity to test efficacy of these pathogen inhibitors in a human population [78,79]. The protective capacity differences between the phenotypes has been studied by taking 93 breastfeeding mother-infant pairs and following them prospectively from birth up to 2 years of age with weekly infant feeding and diarrhea data collection. In this study, human milk of secretors of all blood group types was effective at blocking norovirus binding, whereas milk from nonsecretors did not block norovirus binding. Infants who received milk containing high levels of total 2-FL as a percentage of milk oligosaccharides less often showed moderate-to-severe diarrhea symptoms regardless of the pathogen causing the diarrhea. Within this study associations were found between levels of 2-FL, lacto-N-difucohexaose (LDFH-I) (a 2-linked fucosyloligosaccharide) and ratios between 2-linked to 3/4-linked oligosaccharide, with specific pathogens like *E. coli*, campylobacter, and norovirus [80]. In addition to the human oligosaccharides, human milk also contains hyaluronan (HA), a polymer from glycosaminoglycans. It has been found that the expression of antimicrobial peptides (like human defensin-2) in the intestinal epithelium can be stimulated with HA, enhancing the resistance to an infection by *Salmonella typhimurium*. This is thought to be mediated through CD44 receptor and Toll-like receptor-4 activation which enhanced the functional resistance of cultured epithelial cells [81]. In addition, glycosaminoglycans were found to be functional components of the human milk glycome, due to the demonstrated inhibition of HIV binding with its cognate receptor CD4. More specific cell interactions of HMOs with the immune system, in particular DC-SIGN, have been studied by Kooyk et al. [82]. Because C-type lectins are vital in immune modulation and in maintaining a balanced immune response, human milk prevents the interaction of specific pathogens like *Salmonella, Shigella, Vibrio cholerae, Escherichia coli*, polioviruses, rotavirus, and respiratory syncytial virus (RSV) [83,84]. The glycosylated protein MUC1, which is abundantly present in human milk, was observed to interact with DC-SIGN on dendritic cells (DCs) via Lewis X, but not Lewis moieties. Moreover, it was specifically demonstrated that fucosylated milk components and in particular MUC1 interacted with DC-SIGN and inhibited DC-mediated transfer of HIV-1 [85,86]. Other human milk proteins have demonstrated potent protective effects through a diversity of mechanisms including soluble CD14, bile-salt-stimulated lipase (BSSL), lysozyme, lactoferrin, and of course pathogen-specific immunoglobulins, as reviewed elsewhere [15]. Although these milk proteins may exert their protective effect individually, synergistic interactions with specific oligosaccharide moieties are more likely to occur. The interaction between MUC1 and DC-SIGN is seen as a significant mechanism in the protective capacity of human milk. In particular, 2-linked fucoses seemed likely candidates for the interaction. Extensive glycan analysis on MUC1 derived from human milk reveals the presence of terminal fucoses that are not present in bovine milk, confirming the data that bovine milk does not bind DC-SIGN.

Interestingly the HMO composition is different in HIV-infected women compared with non-infected women. Specifically, the level of nonfucosylated HMOs (including LNT and 3’S’L) have
been found in higher concentrations in breast milk from HIV-infected women and this was suggested to be correlated to their CD4 count. This links to the immunological changes observed in a study where HAART-naive HIV-infected adults received specific prebiotic oligosaccharides [87]. As discussed, the HMO composition is highly variable in time and between individuals, determined in part by genetic characteristics like the Lewis and secretor status blood groups (i.e., preterm milk differs from term milk [88] and there is also geographic influence). In addition, an interesting association of HMO composition and the mortality rates by the age of 2 years in children born to HIV-infected mothers has been suggested. Although the effect cannot be associated to the level of specific HMOs directly, there are reports suggesting an association between higher levels of HMOs and the reduced risk of postnatal HIV transmission through breastfeeding [89–91].

9.10 HMO-INDUCED INTERPLAY BETWEEN GUT MICROBIOTA, GUT PERMEABILITY, AND IMMUNE RESPONSES

The concept that the indigenous gut microbiota play a crucial role in health and disease of the host may be particularly true during the early life of an individual, because the interaction with the mucosal immune system as well as intestinal mucosal barrier in infancy may have lifelong effects. As reviewed earlier, complete HMOs or specific human milk oligosaccharides are able to beneficially regulate gut microbiota composition, maintain gut integrity, and most importantly, enhance mucosal immunity. Therefore, it is suggested that HMOs may have a positive impact on different diseases through multiple pathways. These pathways include, but may not be limited to, the pathogen decoy capacity of specific HMOs, the prebiotic effect on the microbiome composition [92], the modulation of the production of SCFAs that in turn support gut barrier integrity, and/or through direct immune modulatory functions [93]. However, further studies are needed to support either one of the working mechanisms.

9.11 OLIGOSACCHARIDES IN INFANT FORMULA

Within the human gastrointestinal tract, the complex microbial ecosystem plays an essential role through its contributions to nutrient synthesis and digestion, protection from pathogens, and promoting maturation of innate and adaptive immune system. Disrupted microbiota development through the use of antibiotics in early life has been shown to have critical impact on immune development. Antibiotic use predisposes to the development of allergic diseases. Within the Avon Longitudinal Study of Parents and Children (ALSPAC) cohort, it was found that antibiotic use during the first 2 years of life increased the likelihood of developing asthma at the age of 7.5 years, with an increasing risk with a greater number of antibiotic courses [94]. However, this did not appear to be mediated through an association with atopic diseases, but may instead relate to alterations in gut microbiota; the role of HMOs in modulating the microbiota is reviewed elsewhere [95]. Specific individual HMOs are differentially digested by specific bacterial species including bifidobacteria and bacteroides. The major fucosylated milk oligosaccharides seem to be a strong driving factor in the development of the microbiome. Providing protection through HMOs can be generated directly through the occupation of pathogen-specific mucosal receptors, limiting the first step of pathogen invasion. In addition, the oligosaccharides serve as substrate for the generation of SCFAs and lactate by the microbiome. Fermentation products on their own can inhibit pathogens, but are also strong immune modulators, stimulating mucosal immunity [96].

The plant-derived oligosaccharides that are currently used in infant formula are known to stimulate the growth of health beneficial microbes (therefore they are termed prebiotics) but are structurally different from those in human milk. Examples of plant-derived oligosaccharides are inulin, leFOS, scGOS, and pectin-derived acidic oligosaccharides; these share some characteristics with HMOs. Both clinical studies and experimental animal models have shown that specific mixtures
of these prebiotics impact the immune response to infections. Early in life the addition of a specific prebiotic mixture to the infant formula (scGOS and lcFOS; 9:1 ratio) has been shown to reduce the number of infections [59,97]. Moreover, the protective effect against infections was still evident at the age of 2 years [98], suggesting a longer-term effect of the specific mixture of prebiotics beyond the intervention period. Recently it was shown that the SCFA butyrate (produced by commensal microorganisms) as well as propionate (another SCFA of microbial origin capable of histone deacetylase [HDAC] inhibition) induced the generation of regulatory T-cells. This suggests that these bacterial metabolites mediate communication between the commensal microbiota and the immune system [99]. Dietary nondigestible oligosaccharides can influence the function of regulatory T-cells, a process which has been demonstrated using both vaccination and allergy models in mice [55,100,101]. Although these plant-derived oligosaccharides have proven immunological benefits and recommended by the WAO for use in not-exclusively breastfed infants, they are still limited compared to the benefits provided by human milk and the complexity of the oligosaccharide structures found therein consisting of short and long chain HMOs [102].

9.12 CONCLUSION

The understanding of the whole complexity HMOs beyond single compounds and their benefits in the development of infant’s immune system will provide new insights and possibly opportunities to support optimal development of the immune system and thereby lower the risk of inflammatory and infectious diseases.
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10.1 INTRODUCTION

Vitamin A and its active metabolites have crucial roles in vital processes in the body, such as in vision, embryonic development, and the nervous system (Niederreither and Dolle 2008; Blomhoff and Blomhoff 2006; Ross et al. 2000). The role of vitamin A as an important immune regulator was recognized in the 1920s with its reported anti-infective effects in animal models (Green and Mellanby 1928). Since then, numerous studies both in animal models and in vitro studies in isolated immune cells have revealed that vitamin A and its metabolites modulate both innate and adaptive immunity (Semba 1994, 1998; Stephensen 2001; Ross 2007). However, the substantial evidence supporting supplementation of vitamin A as a means to decrease childhood mortality related to infectious diseases has been even more important (WHO 2011; Barclay, Foster, and Sommer 1987;
Hussey and Klein 1990; Stephensen 2001). Today, therefore, the World Health Organization (WHO) supports vitamin A supplementation of children aged 6–59 months as a cost-effective strategy to improve child health in areas of the world with high risk of vitamin A deficiency—mainly in regions of Africa and Southeast Asia (WHO 2011).

This chapter will focus on the role of vitamin A in the various parts of the immune system, not only as an important factor in maintaining the integrity of mucosal epithelial barriers, but also its role in regulating the functions of the different immune cells. In particular, the molecular mechanisms whereby the vitamin A metabolites exert their immune modulatory effects will be highlighted.

### 10.2 VITAMIN A METABOLISM AND MODE OF ACTION

#### 10.2.1 Retinoids and Dietary Intake of Vitamin A

Vitamin A is defined as any compound possessing the biological activity of all-trans retinol (Figure 10.1). The term “retinoids” was originally designated to include naturally occurring forms of vitamin A, as well as the many synthetic analogs of retinol, with or without biological activity. Today, most researchers define retinoids as natural or synthetic retinol analogs (with or without biological activity), and also include several compounds that are not closely related to retinol but elicit biological vitamin A or retinoid activity (Blomhoff and Blomhoff 2006).

![Structural formulas of some naturally occurring retinoids.](image-url)
Animals do not have the capacity for *de novo* synthesis of vitamin A. However, plants and some microorganisms can synthesize carotenoids, and animals and plants can cleave carotenoids to various forms of retinoids (Nagao 2004). Animals, including humans, can therefore obtain compounds with vitamin A activity from diets rich in plants and plant materials. Alternatively, humans can obtain dietary vitamin A by eating tissues from animals that already have converted provitamin A carotenoids into retinoids, such as retinyl esters. Retinyl esters (and to a lesser extent retinol) accumulate in fish, birds, and mammalian livers as well as in other animal tissues. Retinyl esters will therefore also contribute to dietary intake of vitamin A. Clinical vitamin A deficiency is characterized by ocular features like xerophthalmia and a generalized impaired resistance to infections (Sommer 2008); this is a public health problem in many regions of the world, affecting as many as 190 million preschoolers (WHO 2011). It should, however, be emphasized that intakes of vitamin A only marginally above recommended dietary intake also may be harmful, in terms of increased risk of embryonic malformations (Rothman et al. 1995) and reduced bone mineral density (Melhus et al. 1998). The classical signs of hypervitaminosis A are related to the skin, nervous system, musculoskeletal system, circulation, and internal organs, and can be seen after excessive dietary intake of vitamin A or intake of drugs containing large doses of specific retinoids (Biesalski 1989; Hathcock et al. 1990).

### 10.2.2 A Short Overview of Vitamin A Metabolism

Carotenoids are taken up by enterocytes in the small intestine, and β-carotene is enzymatically cleaved to form two molecules of retinal, which in turn are reduced to retinol (Blomhoff and Blomhoff 2006; D’Ambrosio, Clugston, and Blaner 2011). Dietary retinyl esters are hydrolyzed to retinol in the intestinal lumen, and un-esterified retinol is taken up by enterocytes (Blomhoff and Blomhoff 2006; Harrison 2005). In enterocytes, retinol is bound to the binding protein CRBP-II, and retinol is re-esterified with long-chain fatty acids. The majority of retinyl esters are then incorporated into chylomicrons, and these large lipoprotein complexes are subsequently secreted from the enterocytes into the intestinal lymph. Following secretion of chylomicrons into the lymph, these particles move into the circulation, resulting in the formation of chylomicron remnants (CR), which retain almost all of the retinyl esters. The CR are mainly taken up by parenchymal liver cells (hepatocytes) (Blomhoff et al. 1990), but extrahepatic uptake of CR may be important for the delivery of retinyl esters to tissues and organs important for the immune system, such as bone marrow, peripheral blood cells, and the spleen (Paik et al. 2004).

In hepatocytes, the retinyl esters are hydrolyzed, and un-esterified retinol will associate with the retinol binding protein (RBP). Binding to RBP will facilitate the secretion of retinol-RBP into plasma, but a large portion of un-esterified retinol will also be transferred to the perisinusoidal stellate cells in the liver for storage (Blomhoff et al. 1990). This extensive storage of retinyl esters in stellate cells contributes to a steady blood plasma retinol concentration of 1–2 μM despite normal fluctuations in daily intake of vitamin A. In addition to retinol and retinyl esters, nanomolar concentrations (5–10 nM) of a number of other retinoids are also found in the plasma, such as all-trans retinoic acid, 13-cis retinoic acid, 13-cis-4-oco retinoic acid, and all-trans 4-oxo retinoic acid (Wyss and Bucheli 1997; Barua and Sidell 2004), and these retinoic acids are transported in plasma bound to albumin.

Active retinoid metabolites are generally synthesized in target cells. Except for 11-cis retinal crucial in the vision process, the important active metabolite for most cells and tissues, including cells of the immune system, is all-trans retinoic acid. The major source for synthesis of all-trans retinoic acid is all-trans retinol taken up from plasma (Blomhoff and Blomhoff 2006). However, plasma-derived retinoic acids and lipoproteins containing retinyl esters may also contribute. In target cells, retinol is oxidized to retinoic acid in a two-step reaction, involving alcohol dehydrogenases (ADH) and retinal dehydrogenases (RALDH), respectively (Blomhoff and Blomhoff 2006). RALDH is expressed in a limited set of cell types, including activated dendritic cells (DCs) and gut epithelial
cells (Iwata et al. 2004), as well as in thymic epithelial cells (Kiss et al. 2008). Lymphoid cells do not appear to express the enzymes required for producing retinoic acids from retinol, but such cells may still obtain retinoic acid from plasma or directly from neighboring cells (Kiss et al. 2008; Iwata et al. 2004).

It should also be emphasized that regulation of catabolism of all-trans retinoic acid is an equally important mechanism for controlling the levels of retinoic acid in various cells and tissues (Blomhoff and Blomhoff 2006). The cytochrome P450 enzymes CYP26A1/B1 and C1 show non-overlapping expressions in various tissues and can catabolize all-trans retinoic acid to water-soluble polar metabolites. The cellular retinoic acid binding protein type I (CRABP-1) seems to be involved in this process.

10.2.3 RETINOIC ACID: MODES OF ACTION

Being a lipophilic molecule, retinoic acid is in principle able to diffuse through membranes. In fact, retinoic acid was the first diffusible morphogen identified in vertebrates (Thaller and Eichele 1987). In 1987 the first member of the family of retinoic acid receptors (RARs) was cloned (Petkovich et al. 1987; Giguere et al. 1987). The RARs belong to the family of steroid/thyroid hormone receptors and act as ligand-dependent transcription factors. Later, a new subfamily of RARs (called RXRs) was identified (Szanto et al. 2004), and to date six different genes coding for nuclear RARs have been cloned (RARβ, γ and RXR α, β, γ). The expression pattern of these receptors varies in different tissues, and it has been demonstrated that RAR α, RAR γ, and RXR α are expressed in lymphocytes (Lomo et al. 1998). RA primarily functions via RAR/RXR heterodimers (Wei 2003). The dimers bind to DNA sequences called retinoic acid response elements (RAREs) or retinoid X response elements (RXREs) located in the promoters of target genes (Blomhoff and Blomhoff 2006).

In vitro binding studies have identified all-trans retinoic acid and 9-cis retinoic acid as high-affinity ligands for RARs, whereas only 9-cis retinoic acid binds with high affinity to RXRs (Soprano, Qin, and Soprano 2004). However, the physiological role of 9-cis retinoic acid has been questioned, since it has not yet been possible to identify 9-cis retinoic acid as an endogenous compound (Blomhoff and Blomhoff 2006). Hence, the most important ligand for the RAR/RXR heterodimers appears to be all-trans retinoic acid binding to the RARs.

More than 500 genes have been suggested to be either direct targets of retinoic acid via RAR/RXR heterodimers binding to DNA response elements, or indirect targets via intermediate transcription factors or via other mechanisms (Balmer and Blomhoff 2002, 2005). Of these, 27 genes have been identified as unquestionably direct targets of the classical RAR/RXR pathway, whereas 100 other genes have been classified as good candidates for being such direct targets (Balmer and Blomhoff 2002). It should also be mentioned that retinoic acid–RAR/RXR complexes can regulate gene expression independently of RAREs, through transactivation of other transcription factors such as AP1 (Schule et al. 1991; Kamei et al. 1996) and NFκB (Na et al. 1999; Bayon et al. 2003). Even nongenomic modes of action of retinoic acids have been demonstrated. Hence, all-trans retinoic acid has been shown to bind directly to PKC and modulate its activity (Radominska-Pandya et al. 2000; Ochoa et al. 2003), and to induce autophagosome maturation through redistribution of the cation-independent mannose-6-phosphate receptor (Rajawat, Hilioti, and Bossis 2011).

10.3 VITAMIN A AND INNATE IMMUNITY

Innate immunity is our oldest defense system against infections. It comprises the epithelial barriers of the skin, as well as mucosal epithelial barriers found in the conjunctiva of the eyes and in the respiratory, intestinal, and urogenital tracts. Innate immune defense also includes circulating phagocytes and innate lymphoid cells (ILCs), including conventional natural killer (NK) cells, as well as complement proteins, acute-phase proteins, and pattern-recognizing receptors.
10.3.1 MUCOSAL BARRIERS AND DCs

It has long been established that vitamin A deficiency leads to increased susceptibility to infections at mucosal sites (Semba 1994; Stephensen 2001). The mucosal epithelial barriers are significantly compromised in vitamin A–deficient animals, due to loss of mucus-producing goblet cells as well as squamous metaplasia in cases of infections (Stephensen 2001). As a result, vitamin A deficiency may reduce the clearance of pathogenic bacteria from the respiratory tract (Chandra 1988), and may allow easier penetration of pathogenic bacteria through gut mucosal barriers (Shoda et al. 1995; Wiedermann et al. 1995).

Mucosal immunity is closely linked to the production of IgA from plasma cells in the lamina propria and mesenteric lymph nodes adjacent to mucosal surfaces (see also Chapter 2). Here IgA is involved in the defense against both viral and bacterial infections. In vitro studies have demonstrated the ability of retinoic acid to enhance isotype switching to IgA in the presence of interleukin interleukin 5 (IL-5) (Tokuyama and Tokuyama 1996; Nikawa et al. 2001), and numerous in vivo studies have reported diminished levels of IgA in vitamin A–deficient animals (Mora and von Andrian 2009).

The role of retinoic acid for intestinal IgA production has been particularly well studied. Naive lymphocytes circulate in the blood and can occasionally enter lymphoid tissues such as lymph nodes and Peyer’s patches (PP). To enter nonlymphoid tissues like the lamina propria of the gut, the cells need to be activated with cognate antigens in the secondary lymphoid tissues. Homing of lymphocytes refers to the migration of lymphocytes into lymphoid organs or to nonlymphoid tissues where they first encountered the antigens. Naive T-cells activated in gut-associated lymphoid tissues (GALT), PP, or mesenteric lymph nodes typically migrate to intestinal tissues (Iwata 2009). In secondary lymphoid organs, lymphocytes home at specifically developed postcapillary venules called high endothelial venules (HEV) (Miyasaka and Tanaka 2004). The homing relies on tissue-specific chemokines and adhesion molecules produced by the epithelial cells, and the lymphocytes require homing receptors. Thus, for homing to the small intestine, T-cells express integrin α4β7 that binds to the adhesion molecule MAdCAM-1 and the chemokine receptor CCR9 that recognizes the ligand CCL25 (Hamann et al. 1994; Svensson et al. 2002). Later, generation of gut-homing IgA secreting B-cells was shown to require expression of the integrin α4β7 on the surface of B-cells (Mora and von Andrian 2009; Mora et al. 2006). It was demonstrated that imprinting of the homing receptors on T-cells (Mora et al. 2003) and B-cells (Mora et al. 2006) was dependent on resident dendritic cells (DCs), and it was elegantly demonstrated that RA produced by the specific DCs was responsible for inducing the homing receptors (Iwata et al. 2004; Mora et al. 2006).

As discussed above, retinoic acid can be formed in target cells from plasma-derived retinol in a two-step process involving ADH and RALDH (Blomhoff and Blomhoff 2006). Lymphoid cells do not express the required enzymes for producing retinoic acids from retinol, and these cells may therefore depend on retinoic acid from plasma or directly from neighboring cells (Iwata et al. 2004; Kiss et al. 2008). Whereas DCs from all secondary lymphoid organs seem to express at least one ADH isoform, RALDH expression is limited to DCs in tissues like PP or mesenteric lymph nodes (Iwata et al. 2004). By converting all-trans retinol to all-trans retinoic acid, the local production of retinoic acid by DCs may enhance the expression of homing receptors on T-cells (Iwata et al. 2004) and B-cells (Mora et al. 2006). It should be mentioned that mucosal epithelial cells also have been known to express RALDH, and that these cells may contribute to homing of T-cells via production of retinoic acid (Iwata et al. 2004; Frota-Ruchon, Marcinkiewicz, and Bhat 2000; Westerlund et al. 2007). Retinoic acid itself upregulates the expression of RALDH and thereby engages in a positive feedback loop shown to correlate with vitamin A levels in the diet (Beijer, Kraal, and den Haan 2014). Interestingly, it was recently demonstrated that respiratory tract epithelial cells also express RALDH, and that such cells could support IgA production by activated B-cells in the presence of retinol (Rudraraju et al. 2014). These results may encourage clinical trials on nasal supplementation of vitamin A to fight respiratory tract infections in vitamin A–deficient populations.
Retinoic acid might not only be involved in regulating homing of lymphocytes, but also in immune tolerance. Hence, retinoic acid derived from intestinal DCs has been shown to promote the differentiation of naïve T-cells into Foxp3+ regulatory T-cells (Tregs) and simultaneously suppress their differentiation into proinflammatory Th17 cells (Sun et al. 2007; Muaida et al. 2007; Kang et al. 2007). However, as in vivo studies on vitamin A–deficient mice demonstrate decreased frequencies of Th17 cells rather than of Treg cells (Cha et al. 2010; Kang et al. 2009), the role of retinoic acid in regulating the balance between Treg and Th17 cells is not yet fully established.

10.3.2 INNATE LYMPHOID CELLS

Some of the most exciting recent discoveries in the vitamin A field have been related to the function and distribution of ILCs and intestinal barrier functions. ILCs were initially linked to development of lymphoid tissues, but have later been given roles in inflammation at barrier surfaces in response to infection and tissue damages, and to participate in the transition from innate to adaptive immunity (McKenzie, Spits, and Eberl 2014). ILCs were previously considered to comprise only NK cells. However, the current view is that in addition to conventional NK (cNK) cells, three groups of ILCs (ILC1, ILC2, and ILC3) can be identified based on distinct transcriptional programs and functions (McKenzie, Spits, and Eberl 2014; Diefenbach, Colonna, and Koyasu 2014). The cNK cells represent a disparate lineage referred to as cytotoxic or killer ILCs, whereas ILC1, ILC2, and ILC3 can be grouped as helper ILCs (Diefenbach, Colonna, and Koyasu 2014). ILC1s predominantly express interferon-γ (IFN-γ); ILC2s primarily express IL-5, IL-9, and IL-13; and ILC3s mainly express IL-22 and/or IL-17 (McKenzie, Spits, and Eberl 2014). The various ILCs have distinct roles in protection against viruses (cNK cells), bacteria (ILC1s and ILC3s), intracellular parasites (ILC1s), fungi (ILC3s), and parasitic worms (ILC2s) (McKenzie, Spits, and Eberl 2014). Fighting a virus, a bacterium or a worm involves defined immune responses that are orchestrated by distinct T-cell subsets. Whereas it takes days for the right T-cells to be selected and respond in the lymph nodes, ILCs can do a similar job within hours due to direct responses to signaling molecules produced in the infected tissues (Spits and Di Santo 2011).

In an interesting study on intestinal barrier function, Spencer and coworkers observed that vitamin A deficiency in mice decreased the frequencies of ILC3s (and thereby of IL-17 and IL-22) and increased the frequency of IL-13–producing ILC2s (Spencer et al. 2014). The altered homeostasis resulted in profound defective immunity to acute bacterial infections, such as to *Citrobacter rodentium*. More interestingly, however, the vitamin A–deficient mice developed resistance to nematode infections, such as to the nutrient-consuming helminth *Trichuris muris*. Both ILC2s and ILC3s selectively express RARα (Mielke et al. 2013). Whereas exogenous delivery of retinoic acid caused a dominant expression of ILC3, the pan-RAR inhibitor BMS493 or deletion of RARα-favored ILC2 accumulation (Spencer et al. 2014). Abrogating IL-7 signaling in mice treated with the pan-RAR inhibitor also diminished the accumulation of ILC2, suggesting that vitamin A deficiency is associated with an increased frequency of ILC2s, possibly involving increased responsiveness to IL-7. The study concluded that nutrient deficiency not necessarily causes general immunosuppression, but that it also may result in specific activation of distinct branches of barrier immunity. In this case, vitamin A deficiency would favor elimination of the nutrient-consuming helminthes by selectively increasing the frequency of ILC2s. ILC2s thereby act as primary sensors for nutrient deficiency and may compensate for the well-established malfunctions in adaptive immunity related to vitamin A deficiency.

ILC3s have been shown to have a vital function in development of lymph nodes (Eberl 2014). Taken together with the newly established role of vitamin A in formation of ILC3s (Spencer et al. 2014), the facts pointed to a more fundamental role of vitamin A in the immune system (i.e., in the development of lymphoid tissues). A distinct cell type, called lymphoid tissue inducer (LTI), accumulates in the developing lymph nodes in the fetus (Mebius, Rennert, and Weissman 1997). LTI cells are considered to be prototypical ILC3s, and their generation requires the RAR-related
orphan receptor RORγt (Eberl et al. 2004). In the conceptually important paper by van de Pavert and colleagues, it was discovered that generation of LTi cells requires retinoic acid (van de Pavert et al. 2014). Retinoic acid was shown to induce maturation of LTi cells from precursor cells in the developing lymph nodes via RAR-mediated transcription of the Rorc gene–encoding RORγt. In mice lacking RARs, the number of mature LTi cells was reduced, the lymph nodes were significantly smaller, and the adaptive immune response to viral infections was diminished. The same features were seen when the pregnant mice were treated with a RAR antagonist. Having proven the role of retinoic acid in the development of lymph nodes in the fetus, the question emerged as to what was the source of retinoic acid. Van de Pavert and coworkers elegantly showed that the lymph node size and immune responses directly reflected the level of vitamin A in the diet of the mother during pregnancy (van de Pavert et al. 2014). Hence, in mice whose mothers were fed a vitamin A–deficient diet during pregnancy, the lymph nodes were small and the immune response impaired, suggesting that the mother was responsible both for the uptake of vitamin A and its conversion to retinoic acid. The intriguing implications of these results are that immune responses to infection might be predetermined in early life through the diet of the mother. This has wide implications for public health, emphasizing the importance of vitamin A supplementation in areas at risk of maternal and childhood vitamin A deficiency.

10.3.3 TOLL-LIKE RECEPTORS

Toll-like receptors (TLRs) recognize pathogen-associated molecular patterns (PAMPs) from microorganisms or danger-associated molecular patterns (DAMPs) from damaged cells and tissues. Until the discoveries of TLRs throughout the 1980s and 1990s, innate immunity was considered as a primitive part of the immune system. The identification and characterization of the 10 human and 12 murine TLRs has provided molecular insight into key processes in innate immunity, and has also been key to understanding and bridging the innate and adaptive immune systems (O’Neill, Golenbock, and Bowie 2013; Paul 2011). There have been few studies addressing the role of vitamin A in TLR signaling and function. Liu and coworkers demonstrated that treatment of primary monocytes with retinoic acid downregulated TLR2 as well as its co-receptor CD14 (Liu et al. 2005). As inflammation in acne is partly due to the ability of Propionibacterium acne to activate TLR2 (Kim et al. 2002; Vowels, Yang, and Leyden 1995), it was suggested that the anti-inflammatory role of retinoic acid in acne could be attributed to its ability to inhibit the function of TLR2 (Liu et al. 2005). Yet, reduced expression of TLRs is not a general consequence of retinoic acid exposure. More recently, two independent studies concluded that retinoic acid increases the expression of TLR5 in macrophages (Cho et al. 2011) and mucosal DCs (Feng et al. 2012) respectively, to activate the macrophages and to maintain intestinal homeostasis and host defense against enterobacterial infections. RA-mediated stimulation of TLR9 and RP105 functions has also recently been documented in human B-cells (Ertesvag et al. 2007; Eriksen et al. 2012; Indrevaer et al. 2013). However, as TLRs have important roles also in the regulation of adaptive immune responses, the impact of vitamin A and TLRs related to T- and B-cell functions will be addressed in later sections.

10.4 VITAMIN A AND ADAPTIVE IMMUNITY

10.4.1 T-CELLS

T-cells play critical roles in the adaptive part of the immune system. In addition to mediating cellular immune responses, they are also involved in humoral immunity as helpers of B-cell proliferation and differentiation (Mitchison 2004). T-cells develop from immature T-cell precursors in the bone marrow, and continue their maturation in the thymus as thymocytes. Two main types of mature T-cells are produced by the thymus: CD8+ and CD4+ T-cells. Upon activation, these cells will develop into cytotoxic and helper T-cells, respectively. CD8+ cytotoxic T-cells kill pathogen-infected cells,
whereas CD4+ helper T-cells provide help to B-cells and to CD8+ cytotoxic T-cells. The naive CD4+ T-cells can differentiate into several different subsets—Th1, Th2, Th17, and Treg cells—depending on the antigen stimulation and cytokine environment. The characteristics of the various subsets will be presented in the subsections below, in connection with discussions of the roles of vitamin A in regulating their development and function.

10.4.1.1 The Role of Vitamin A in Regulating Th2 and Th1 Responses

Naive T-cells can differentiate into effector T-cells such as Th1 and Th2 cells in response to antigenic stimulation in secondary lymphoid organs. Whereas Th1 cells produce IFN-γ and play important roles in mounting effective antimicrobial cellular immunity, Th2 cells produce IL-4, IL-5, and IL-13, and are required for effective clearance of helminths and extracellular pathogens. It has long been accepted that vitamin A favors Th2 responses at the expense of Th1 responses in vivo (Stephensen 2001). Hence, vitamin A deficiency was shown to result in excess production of IFN-γ and impaired antibody responses (Cantorna, Nashold, and Hayes 1994), whereas high levels of dietary vitamin A favored Th2 cytokine production and IgA responses (Racke et al. 1995). Iwata and coworkers later demonstrated a direct effect of RA (via RARs) to inhibit the differentiation of T-cells into Th1 cells by downregulating T-box expressed in T-cell (T-bet) expression, while favoring Th2 development via induced expression of the GATA-binding protein-3 (GATA3), MAF, and STAT6 (Iwata, Eshima, and Kagechika 2003). Retinoic acid has also been shown to indirectly induce differentiation into Th2 cells by enhancing the production of the Th2-stimulating cytokines IL-4 and IL-5 from Th2 cells (Hoag et al. 2002), and to enhance the proliferation of T-cells via enhanced production of IL-2 (Ertesvag et al. 2002; Engedal, Ertesvag, and Blomhoff 2004).

Despite the many studies suggesting that retinoic acid favors the formation of Th2 cells, there have also—as will be further discussed below—been studies supporting the notion that retinoic acid under certain circumstances may favor the balance toward Th1 cells (Pino-Lagos et al. 2011; Hall et al. 2011). In a recent review on vitamin A and the immune system, it was suggested that previously documented effects of retinoic acid on Th2 responses in VAD mice may be due to the expansion of ILC2 cells producing Th2-type cytokines (Brown and Noelle 2015). Furthermore, it was proposed that retinoic acid via RARα is critical for stabilizing the Th1 cell lineage (Brown and Noelle 2015), supported by recent studies on dnRara mice (Brown et al. 2015).

10.4.1.2 Retinoic Acid Regulates the Balance between Tregs and Th17 Cells

Th1 and Th2 cells are not the only T-cell subsets influenced by vitamin A levels. In the periphery, naive CD4+ T-cells can develop into Th17 cells in a process that requires IL-6 and TGFβ (Bettelli et al. 2006; Veldhoen et al. 2006). Th17 cells are characterized by the expression of RORγt and production of IL-17, and whereas these cells are considered to exert pro-inflammatory responses and tissue damage linked to autoimmune diseases, their normal roles are to provide antimicrobial immunity at epithelial and mucosal barriers. In the presence of TGFβ, naive CD4+ T-cells can also develop into regulatory T-cells (Tregs) characterized by expression of Foxp3 and CD25. These cells are called induced Foxp3+ T-cells (iTregs) to distinguish them from the naturally occurring Tregs that develop from cells in the thymus (Piccirillo 2008). Tregs have evolved to enforce suppressive effects on T-cell responses and thereby to maintain tolerance to self-antigens and prevent autoimmune diseases. The groundbreaking findings by Iwata and coworkers (Iwata et al. 2004) that RA enhances the expression of the gut-homing molecules α4β7 and CCR9 on CD4+ T-cells, was followed by other important discoveries related to the function of retinoic acid in maintaining intestinal homeostasis. Hence, local production of retinoic acid by DCs and macrophages in the intestine was shown to cooperate with TGFβ to convert naive CD4+ T-cells into iTregs, and this conversion was largely mediated via RARα (Raverdeau and Mills 2014). Furthermore, retinoic acid was shown to promote the gut-homing properties of the Tregs by enhancing their expression of α4β7 and CCR9 (Raverdeau and Mills 2014).
Concomitant with the well-documented induction of Foxp3+ Treg cells by retinoic acid, numerous studies have shown that retinoic acid via RARs inhibits the formation of the pro-inflammatory Th17 cells (Kang et al. 2007; Mucida et al. 2007; Brown et al. 2015). Hence, it seems that retinoic acid is able to determine whether naive CD4+ T-cells will differentiate into iTregs or Th17 cells to maintain mucosal homeostasis (Mucida, Park, and Cheroutre 2009; Mucida et al. 2007; Xiao et al. 2008; Raverdeau and Mills 2014; Kim 2011). A key to understanding this balanced production of Th17 versus Treg cells is in the cooperation between retinoic acid, TGFβ, and IL-6. Whereas the formation of both Th17 cells and Tregs requires TGFβ, generation of Th17 cells also requires IL-6 (Mucida, Park, and Cheroutre 2009). Retinoic acid inhibits Th17 cell formation by inhibiting the expression of the transcription factor RORγt (Mucida, Park, and Cheroutre 2009), but also by downregulating IL-6Rα on naive T-cells (Raverdeau and Mills 2014). Since IL-6 on the other hand inhibits the expression of RARα (Nolting et al. 2009), retinoic acid–mediated inhibition of IL-6 will indirectly promote the RARα-mediated induction of Foxp3+ as well as activation of the TGFβ-regulated Smad3 and the transcription factor Stat5 to induce differentiation into Tregs (Mucida, Park, and Cheroutre 2009; Raverdeau and Mills 2014).

10.4.1.3 Anti-versus Pro-Inflammatory Roles of Retinoic Acid

The intestine forms a large entry surface for invading pathogens, and it is therefore crucial for the immune system to mount effective protection in this part of the body. However, the challenge of the immune system is to simultaneously maintain tolerance against resident harmless bacteria and absorbed nutrients that are also present in the intestine. Dietary vitamin A seems to have an important role in balancing these inflammatory and suppressive immune responses. Hence, the ability of the vitamin A metabolite retinoic acid to drive the differentiation to Foxp3+ Tregs, suppressing the formation of pro-inflammatory suppressive Th17 cells, and to promote the homing of effector T-cells to the gut, fits with a role of retinoic acid in maintaining the mucosal integrity of the intestine and to provide tolerance when protective immune responses are not required (Iwata 2009; Mucida, Park, and Cheroutre 2009; Raverdeau and Mills 2014). Importantly however, the role of retinoic acid might change in the context of inflammatory signals. Hall and colleagues discovered that Th1 and Th17 responses were impaired in vitamin A–deficient mice challenged with T. gondii infection, and that retinoic acid was able to restore the impaired immune responses in vivo in a RARα-dependent manner (Hall et al. 2011). Furthermore, retinoic acid signaling was shown to be enhanced in CD4+ T-cells in a pro-inflammatory context (Pino-Lagos et al. 2011), and retinoic acid–mediated formation of Tregs was reduced concomitant with enhanced conversion to Th1 responses in the presence of IL-15 in a mouse model of coeliac disease (DePaolo et al. 2011). Thus, in a microbe-rich environment such as the gut mucosa, retinoic acid may under certain circumstances enhance the inflammatory tone. Taken together it seems that retinoic acid helps to promote Treg generation and tolerance during steady state conditions in the body, whereas in the context of inflammation, infections, or autoimmunity, retinoic acid may have an opposite effect by promoting adaptive T-cell responses—fitting with VAD being associated with defective immune responses to infections or following vaccinations.

10.4.1.4 Balancing T-Cell Death

10.4.1.4.1 Role of Retinoic Acid in Death of Thymocytes

T-cell death is a crucial part of the positive and negative selection of developing T-cells in the thymus (for a review, see Klein et al. 2014). In the thymic cortex, thymocytes that express T-cell receptors (TCRs) with only low avidity for self-peptide-loaded MHC molecules will die by a process called death by neglect. The surviving positively selected thymocytes then move to the medulla, where thymocytes that recognize self-antigens will die by activation-induced cell death (AICD). Hence, only cells expressing TCRs with low avidity for self-antigens will survive. The mechanisms involved in the selective death of thymocytes are poorly understood. A role of glucocorticoids as
well as lack of prosurvival Bcl-2 has been suggested in cortical “death by neglect” of thymocytes (Ashwell, Lu, and Vacchio 2000), whereas AICD of medullary thymocytes appears to involve the intrinsic apoptotic pathway by modifications of pro-apoptotic proteins like Bim and Nur77 (Siggs, Makaroff, and Liston 2006).

The role of vitamin A in “death by neglect” has primarily been studied in the context of spontaneous death of thymocytes in culture, and the general conclusion seems to be that retinoic acid enhances “death by neglect”—at least in the presence of glucocorticoids (Engedal 2011). In contrast, it appears that retinoic acid generally inhibits AICD of thymocytes, both in vitro and in vivo. Hence, retinoic acid was shown to inhibit specific antigen-driven AICD (Yang, Vacchio, and Ashwell 1993), AICD induced by crosslinking TCRs, or AICD induced by combining phorbol esters with calcium ionophores (Iwata et al. 1992). It was later demonstrated that a RARα-selective agonist (CD336) protected thymocytes from anti-CD3-mediated AICD in vivo, reversing the 50% thymic weight loss observed in mice one day after injection of anti-CD3 antibodies (Szondy et al. 1998). Interestingly however, CD336 did not mount any inhibiting effect on AICD induced by the superantigen staphylococcal enterotoxin A, and this difference was correlated to the diminished induction of Bim and Nurr77 in thymocytes from superantigen-treated mice (Szegezdi et al. 2003).

10.4.1.4.2 Role of Retinoic Acid in Death of Mature T-Cells

In contrast to thymocytes that readily undergo spontaneous apoptosis in culture, mature resting T-cells in culture are resistant to apoptosis due to their high expression of Bcl-2 proteins and low expression of death receptors like Fas (Ashwell, Lu, and Vacchio 2000; Marrack and Kappler 2004). Upon activation of mature T-cells, the cells can undergo apoptosis by two main mechanisms (i.e., by activated T-cell autonomous death [ACAD] or by AICD [Krammer, Arnold, and Lavrik 2007; Engedal 2011]). ACAD is the process that ensures the efficient contraction of clonally expanded T-cells that occurs when the antigen is cleared after antigen-induced proliferation. The process appears to involve induction of the intrinsic apoptotic pathway due to diminishing levels of cytokine-mediated survival signals (Hildeman et al. 2002). AICD is induced directly by TCR signaling, and occurs when already expanded mature T-cells are reactivated. The process involves Fas-mediated cell death and is considered to have a role in eliminating autoreactive T-cells as well as in limiting the clonal expansion of T-cells at the end of an acute immune response (Krammer, Arnold, and Lavrik 2007). During the primary activation of T-cells, both the death receptor Fas and its ligand (FasL) are induced, but rapid cell death is prevented by the concomitant anti-apoptotic signals induced by TCR signaling (Engedal 2011). AICD is induced upon reactivation of the cells, due to lack of these anti-apoptotic signals.

It is believed that long-term peripheral survival of mature T-cells requires continual low-affinity MHC interactions and cytokines, or else they will die by neglect (Hildeman et al. 2002). Our lab could show that whereas the slow rate of spontaneous death of cultured T-cells was unaffected by retinoic acid, retinoic acid prevented ACAD of stimulated T-cells via a RAR-dependent induction of IL-2 (Engedal, Ertesvag, and Blomhoff 2004). The retinoic acid–mediated inhibition of ACAD in normal T-cells supported earlier studies on the effects of oral administration of retinoic acid to HIV patients, showing that retinoic acid inhibited the ex vivo death of their cultured peripheral blood mononuclear cells (PBMCs) (Yang et al. 1995). However, PBMCs contain a significant fraction of B-cells, and retinoic acid has been shown to reduce the spontaneous death of B-cells (Lomo et al. 1998). It was therefore assuring that retinoic acid also was able to inhibit the spontaneous death of CD4+ T-cells from HIV-infected individuals (Szondy et al. 1998).

When it comes to elucidating the effects of vitamin A on AICD of normal mature T-cells, surprisingly little has been done. To our knowledge, only one study has addressed this issue. Hence, Yang and coworkers prestimulated PBMCs in a two-step procedure with concanavalin A and IL-2, followed by anti-CD3 stimulation to induce AICD. Retinoic acid was demonstrated to inhibit AICD in a concentration-dependent manner (Yang et al. 1995). Related studies on the effects of retinoic
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acid on AICD have been performed on either CD3-activated T-cell hybridoma cell lines or the T-cell leukemia cell line Jurkat. In a comprehensive summary of these studies, the conclusion was that 9-cis retinoic acid seems to be more efficient than all-trans retinoic acid to inhibit AICD (Engedal 2011). Furthermore, it has been shown that the retinoic acid–mediated inhibition of AICD involves downregulation of FasL (Yang et al. 1995; Szondy et al. 1998).

As noted, in many of the reports on retinoic acid and T-cell death, 9-cis retinoic acid appears to be more potent than all-trans retinoic acid. As mentioned earlier, it should however be emphasized that although 9-cis retinoic acid can easily be formed in vitro, the in vivo existence of this metabolite is yet to be conclusively proven. Furthermore, available data indicate that 9-cis retinoic acid is not likely to be the major physiological ligand for RXR (Wolf 2006; Blomhoff and Blomhoff 2006). Clearly, more studies are required before we can conclude whether or not the reported effects of 9-cis retinoic acid on T-cell death is of physiological relevance.

10.4.2 B-CELLS

B-cell progenitors arise from hematopoietic stem cells in the bone marrow and progress through well-defined stages of development before leaving the bone marrow as immature B-cells expressing cell surface IgM. The immature B-cells will in turn populate secondary lymphoid organs to develop into B-cell subsets that may respond to T-cell-dependent or independent antigens (LeBien 2000; LeBien and Tedder 2008). Upon proper stimulation, naive B-cells will evolve into memory B-cells populating secondary lymphoid organs or into long-lived plasma cells primarily residing in the bone marrow.

10.4.2.1 Retinoic Acid and B-Cell Development

Kincade and coworkers discovered that retinoids are rate limiting for B lymphopoiesis in adult bone marrow. Hence, they found that all-trans retinoic acid (hereafter named RA) accelerated B-cell development in adult bone marrow of C57BL/6 mice by shortening the maturation time concomitant with the enhanced expression of the transcription factors Pax5 and Ebf1 (Chen et al. 2008). The same group later showed that both VAD and a RAR antagonist tended to slow down B lymphopoiesis, consistent with contribution of RA to this process (Chen, Welner, and Kincade 2009). It was therefore surprising that adding RA to cultures of fetal lymphoid progenitors reduced the differentiation of these cells, possibly via a mechanism involving downregulation of the transcription factor Ebf1. The authors suggested that these somewhat conflicting results could be due to the well-established differences between fetal and adult B lymphopoiesis and also due to the fetal precursors being pre-exposed to RA during embryogenesis. However, in line with the previous finding that RA inhibits the expansion of normal human and murine B-cell precursors (Fahlman et al. 1995), the Kincade group had in their previous study shown that sustained high (>10−7 M) levels of RA also inhibited the differentiation of adult B-cell progenitors (Chen et al. 2008). As suggested by Chen and coworkers, it therefore appears that RA concentrations should be kept within a critical range to support adult B lymphopoiesis (Chen, Welner, and Kincade 2009), and furthermore that any suppression of B lymphopoiesis in patients extensively treated with retinoids might be fully reversible.

10.4.2.2 Proliferation of Mature B-Cells Regulated by RA

Given the established view that vitamin A protects against infections and strengthens the immune system, it came as a surprise to the research field when it was demonstrated that RA inhibited B-cell receptor (BCR)–mediated stimulation of normal peripheral blood B-cells (Blomhoff et al. 1992; Naderi and Blomhoff 1999). The B-cells were arrested in the G0/G1 phase of the cell cycle via RA-mediated reduced levels of cyclin E and A concomitant with transient induction of the CDK inhibitor p21^Cip1 resulting in reduced phosphorylation of pRB (Naderi and Blomhoff 1999). Later, the inhibitory effect of RA on peripheral blood B-cells was confirmed on EBV-immortalized...
B-cells (Dolcetti et al. 1998), as well as on human tonsillar B-cells and murine splenic B-cells in vitro (Morikawa and Nonaka 2005). Interestingly however, it was shown that although RA reduced the proliferation of B-cells stimulated via BCR, CD38, or CD40, RA simultaneously enriched the population of cells with more differentiated phenotypes like AID, Blimp1, CD138, and sIgG1 (Chen and Ross 2005, 2007).

It should be emphasized that not all B-cell proliferation is inhibited by RA. It was shown that, whereas RA diminishes proliferation of BCR-stimulated human peripheral blood B-cells, the proliferative response is enhanced by RA when the cells are stimulated via toll-like receptor (TLR) 9 in the presence or absence of another member of the TLR family, RPI05 (Ertesvag et al. 2007; Eriksen et al. 2012). The proliferative effect of RA was particularly strong in CD27+ memory B-cells, and involved RAR-mediated induction of IL-10, as well as of cyclin D3 resulting in phosphorylation of pRB (Ertesvag et al. 2007). Thus, the effects of RA seem to depend on both the B-cell subset and the way the cells are stimulated (see Figure 10.2). Future studies are required to establish whether it is the B-cell subset (naive or memory B-cell compartment) per se or the stimulus itself that determines how RA will affect B-cell proliferation. However, our finding that stimulating the same purified subset of naive peripheral blood B-cells either via BCR or TLR9 results in inhibition versus stimulation of proliferation (Ertesvag et al. 2007) suggests that the mode of stimulation is particularly important.

**FIGURE 10.2** Vitamin A and B-cell functions. All-trans retinoic acid (RA) enhances or inhibits proliferation of primary human B-cells depending on whether the cells are stimulated via toll like receptor 9 (TLR9) and RP105 or via the B-cell receptor (BCR). RA will induce AID-mediated class switch recombination (CSR) in TLR9/RP105-stimulated B-cells, and it will also promote Ig production and plasma cell formation in a process that involves ULK1-mediated autophagy and IL-10.
10.4.2.3 The Role of RA in Antibody Production

10.4.2.3.1 In Vivo Antibody Responses

Antigens can be classified as either T-cell-dependent (TD) or T-cell-independent type 1 or 2 (TI-1 or TI-2). Most antigens are T-cell dependent, meaning that T-cell help is required for maximal antibody production. TI-1 responses are typically elicited by TLR ligands like LPS (for TLR4) and bacterial DNA (for TLR9), whereas TI-2 responses are provoked by repetitive forms of antigens on the surface of pathogens, typically polysaccharides crosslinking the BCRs. Numerous in vivo studies have demonstrated reduced antibody responses to TD- and TI-2 antigens in VAD animals, and that vitamin A supplementation can restore or increase the antibody responses in such animals (for a comprehensive review, see Ross, Chen, and Ma 2009). Optimal TD antibody responses require at least three signals generated by the pathogens: signals generated by binding of Ag to its receptor (signal 1), costimulatory signals provided by T-cells (signal 2), and TLR stimulation as signal 3 (Ruprecht and Lanzavecchia 2006). Interestingly, RA might provide a fourth signal for a stronger and longer-acting antibody response (Ross, Chen, and Ma 2009). Hence, studies by Ross and coworkers have demonstrated that antibody responses to TD antigens like tetanus toxoid (TT) can be greatly improved in adult mice by combining RA with the synthetic TLR3 ligand polyriboinosinic:polycytidylic acid (PIC) (Ma, Chen, and Ross 2005). Given the high susceptibility of neonates to developing VAD and infections (Adkins, Leclerc, and Marshall-Clarke 2004), the demonstrated benefit of early life treatment of neonatal mice with RA and PIC for eliciting anti-TT responses appears as particularly significant (Ma and Ross 2005).

10.4.2.3.2 In Vitro Activation and Differentiation of B-cells

The most described pathway of B-cell activation and differentiation is the germinal center (GC) reaction. During a primary immune response, cells challenged with a certain antigen will undergo a strong proliferative burst and receive signals from cells located in the GCs, such as follicular dendritic cells and T-cells. The B-cells will undergo somatic hypermutation (SHM) and class switch recombination (CSR) as part of the GC reaction. Eventually, some of the B-cells will undergo differentiation into high-affinity memory B-cells, or alternatively, the activated B-cells may differentiate into high-affinity, antibody-secreting plasma cells (Shapiro-Shelef and Calame 2005; Tarlinton et al. 2008). Cells of the memory B-cell compartment can persist for a long time after infection or vaccination, and the memory B-cell pool is maintained by the periodic reexposure to antigens and possibly also by polyclonal activation via TLRs like TLR9 (Bernasconi, Traggiai, and Lanzavecchia 2002). The ability of RA to enhance TLR9/RP105-mediated proliferation and Ig production in B-cells (Ertesvag et al. 2007; Eriksen et al. 2012; Indrevaer et al. 2013) might be important for keeping up a repertoire of circulating polyclonal memory B-cells.

The GC reactions and plasma cell development are most often sequential events, and they appear to involve two distinct regulatory protein networks (Shapiro-Shelef and Calame 2005; Tarlinton et al. 2008). Whereas the formation and function of plasma cells depend on a set of transcription factors that include IRF4, Blimp1, and XBP1 (Shapiro-Shelef and Calame 2005; Todd et al. 2009; Klein et al. 2006), the GC reactions require the transcription factors BCL6, Pax5, and BACH2, as well as the enzyme activation-induced deaminase (AID) (Shapiro-Shelef and Calame 2005). The transcription factors regulate the expression of each other in a complex regulatory network, functioning as transcriptional repressors or enhancers to stabilize one of the two cellular programs (Shapiro-Shelef and Calame 2005).

Upon stimulation of murine B-cells via BCR, CD38, or CD40, physiological levels of RA were shown to reduce the level of Pax5 concomitant with increased levels of Blimp1 and AID. Consequently, the cells expressed higher levels of sIgG1 and the plasma cell marker CD138 (Chen and Ross 2005, 2007). A similar increased expression of both AID and Igs was found when human peripheral blood B-cells were stimulated via the TLR9 and RP105 in the presence of RA (Indrevaer et al. 2013). The ability of RA to induce AID, and hence CSR, may not only regulate the magnitude
of the antibody response, but it can also drive the production of antibodies towards certain Ig sub-
classes. Hence, the important role of RA in mucosal immunity has been underlined by its ability
to promote class switching to IgA in the presence of different stimuli (Tokuyama and Tokuyama
1999; Watanabe et al. 2010). Upon stimulation of B-cells with CD40 and IL-4, however, enhanced
switching into IgG types of antibodies, concomitant with reduced production of IgE, was reported
(Worm et al. 1998; Chen and Ross 2007; Scheffel et al. 2005), supporting the notion that RA has a
role in balancing the production of specific Ig subclasses.

10.4.2.3.3 RA-Mediated Regulation of Autophagy
Autophagy is a self-digestive process aimed at degradation and recycling of cytoplasmic components.
The process is highly conserved and involves bulk degradation of cytoplasmic elements like damaged
organelles, microbes, and long-lived proteins through their sequestration into a double-membraned
vesicle, the autophagosome. The role of autophagy in the immune system is an emerging field of
research, involving immune responses like antigen presentation, microbe removal, and lymphocyte
activation (Deretic 2011; Deretic, Saitoh, and Akira 2013; Levine, Mizushima, and Virgin 2011; Liu
et al. 2013). A particularly crucial role for autophagy in humoral immunity has recently been linked
to generation and maintenance of plasma cells (Pengo and Cenci 2013; Pengo et al. 2013; Conway
et al. 2013). Hence, whereas Conway and coworkers concluded that antibody-specific responses to
TNP-CGG or H. polygyrus larvae was severely impaired in autophagy-deficient murine B-cells,
Pengo and coworkers demonstrated that both TD and TI antibody responses were reduced in
autophagy-deficient (Atg5fl/fl CD19-Cre) mice. We recently revealed that physiological levels of
RA noticeably enhance autophagy in TLR9/RP105-stimulated human peripheral blood B-cells
(Eriksen et al. 2015a). The effect of RA on Ig production was at least partly exerted via increased
transcription of the gene encoding the autophagy-inducing protein Unc-51-like kinase 1 (ULK1),
and we identified a putative RARE/RXRE in the ULK1 gene. We believe that by demonstrating
a critical role of RA in promoting autophagy in human peripheral blood B-cells, we have ident-
ified a novel mechanism whereby vitamin A exerts its important role in the immune system (see
Figure 10.2).

10.4.3 THE ROLE OF RETINOL AND RETRO-RETINOIDS IN LYMPHOCYTE FUNCTIONS
Although RA is considered the most important vitamin A metabolite in lymphoid cells, other
vitamin A metabolites have also been reported to regulate immune cells. As for most retinoids,
RA contains five double bonds between carbon atoms 5-6, 7-8, 9-19, 11-12, and 13-14. However,
under certain conditions the positions of these double bonds may shift, forming biologically active
retinoids called retro-retinoids. Anhydroretinol was the first retro-retinoid to be identified, and
this compound is formed from retinol in various cell types (Bhat et al. 1979). 14-hydroxy-4,14-
retro-retinol (14-HRR) was later identified as an essential cofactor for growth and activation of
B- and T-cells (Buck et al. 1990, 1991; Garbe, Buck, and Hammerling 1992), and anhydroretinol
was reported to inhibit the growth-promoting effects of 14-HRR (Buck et al. 1993). Interestingly,
nearly all cell types have the ability to convert RA to HRR, and together with 13,14-dihydroxy-
retinol, shown to support lymphocyte viability (Derguini et al. 1995), these retro-retinoids have been
suggested to bind to and act via the serine/threonine kinases cRaf and PKC (Imam et al. 2001).

10.5 CLINICAL ASPECTS OF VITAMIN A IN IMMUNE-RELATED DISEASES
Vitamin A metabolites have been proven to be beneficial in inflammatory conditions like acne and
neonatal bronchopulmonary dysplasia (Reifen 2002), as well as for psoriasis (van de Kerkhof 2006).
There have also been promising results of synthetic retinoids for treatment of rheumatic diseases
based on experimental animal models, but only a few incomplete studies have been performed
on rheumatic patients (Miyabe, Miyabe, and Nanki 2015). It is well established that vitamin A supplementation decreases childhood mortality in areas of the world with widespread vitamin A deficiency, and that most of the deaths related to vitamin A deficiency are infectious diseases like measles and diarrhea (Stephensen 2001) (see also Chapter 11). On the other hand, it is also clear that infectious diseases like measles, diarrhea, respiratory infections, and HIV increase the risk of developing vitamin A deficiencies by decreasing intake and absorption and increasing excretion (Stephensen 2001). There have been attempts to correlate low serum retinol levels to HIV severity, but it appears that vitamin A supplementation does not directly improve HIV-specific immunity but rather diminishes the severity of opportunistic infections in HIV patients in populations at risk of vitamin A deficiency (Stephensen 2001).

Reduced serum levels of vitamin A have also been reported in patients with common variable immunodeficiency (CVID) (Aukrust et al. 2000; Kilic et al. 2005; dos Santos-Valente et al. 2012), and vitamin A supplementation to CVID patients was shown to improve IgG secretion from PBMCs collected from these patients (Aukrust et al. 2000). CVID patients are characterized by severely reduced levels of serum IgG and recurrent infections (Cunningham-Rundles 2010; Cunningham-Rundles and Bodian 1999), and it is therefore not established if the reduced vitamin A level in these patients is the cause of infections or vice versa. The etiology of CVID is not yet established, but several studies have attempted to elucidate the mechanisms causing CVID-derived symptoms. An interesting feature of CVID-derived B-cells is their impaired ability to respond to TLR9 and RP105 activation in vitro (Yu et al. 2009; Cunningham-Rundles et al. 2006; Yamazaki et al. 2010). Based on the previously demonstrated positive effects of RA on TLR9/RP105-activated B-cells (Ertesvag et al. 2007; Eriksen et al. 2012), we addressed the possibility of RA being able to improve defective immune responses in CVID-derived B-cells. It was shown that pharmacological concentrations (100 nM) of RA nearly restored defective TLR9/RP105-mediated proliferation and induction of IL-10 secretion in the patient-derived B-cells (Indrevaer et al. 2013). Furthermore, it was demonstrated that the diminished IgG production in CVID B-cells was linked to defective AID-mediated Ig switching, and the IgG levels in most of the patient-derived B-cells only were partially restored by RA (Indrevaer et al. 2013).

Interestingly, diminished TLR9-responses (Hirotani et al. 2010) and reduced serum levels of retinol (Besler, Comoglu, and Ocqu 2002; Loken-Amsrud et al. 2013; Fragoso, Stoney, and McCaffery 2014) have also been associated with multiple sclerosis (MS) patients. There has been an increasing awareness of the role of B-cells in the pathogenesis of MS (Disanto et al. 2012), based for instance on the reduced ratio between the anti-inflammatory cytokine IL-10 and the proinflammatory cytokine TNF-α in MS-derived B-cells (Duddy et al. 2007; Hirotani et al. 2010; Knippenberg et al. 2011). Our recent observation that RA markedly enhances the IL-10/TNF-α ratio in B-cells from MS patients—even in patients receiving treatment with common anti-MS drugs like glatiramer acetate or IFN-β-1b (Eriksen et al. 2015b)—supports the growing attention to potential beneficial effects of vitamin A supplementation in treatment of MS (Fragoso, Stoney, and McCaffery 2014; Jafarirad et al. 2012; Torkildsen et al. 2013).

10.6 CONCLUDING REMARKS

It is evident that vitamin A has a vital role in the immune system, and that RA is important both for formation of an effective immune system—even influenced by the vitamin A status of the pregnant mother—and in prevention of inflammatory diseases. These differential functions of RA are mediated via distinct cells in the immune system, and it is still not known if graded concentrations of RA in the various lymphoid organs or target cells might contribute to the multitude of effects seen. Vitamin A supplementation of children 6–59 months in areas of the world with high risk of VAD is recommended by WHO to reduce morbidity and mortality due to infectious diseases. Although many open questions remain, vitamin A metabolites and synthetic retinoids have great potential in clinical settings to combat inflammatory diseases. The documented capacity of RA to direct
gut-homing T- and B-cells to the intestine might aid in the development of strategies for mucosal vaccination, and intranasal vitamin A supplementation in vitamin A–deficient populations might improve mucosal immune responses towards respiratory pathogens and vaccines. The ability of RA to support TLR-mediated immune responses such as induction of IgG and anti-inflammatory IL-10 in B-cells supports clinical trials combining TLR-ligands and vitamin A metabolites to treat immune disorders. The TLR9 ligands CpG-ODNs have been extensively tested as vaccine adjuvants, and these synthetic oligonucleotides are also in clinical trials as adjuvants in cancer treatment. However, discrepancies between promising in vitro/ex vivo results and disappointing effects on patients when it comes to vitamin A supplementation should encourage more emphasis to be put on how—and in which form—vitamin A should be administered in clinical trials. At what dose and at which interval should the retinoid be administered? Therapeutic concentration of RA, as for instance used in treatment of acute promyelocytic leukemia, might cause “RA syndrome,” as a result of toxic and even lethal levels of RA. Furthermore, it is not easy to predict which of the retinoic acid isomers, all-trans-, 13-cis, or 9-cis RA, will turn out to be most efficient in a certain clinical setting. Would perhaps one of the many synthetic forms of retinoids be preferable for the patients? Evidently, we lack a lot of knowledge to be able to conclude we have a comprehensive picture of how vitamin A supports immunity and how we can exploit this knowledge to combat inflammatory conditions and treat diseases related to the immune system.
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11.1 HISTORICAL OVERVIEW: VITAMIN A IN THE TWENTIETH CENTURY

Vitamin A is essential for many biological functions, including maintaining growth and vision. These activities were first described as an “essential factor” in milk in 1913. This factor was eventually identified as vitamin A (Semba 2012b), and the vitamin was first synthesized in 1947 (Eggersdorfer et al. 2012). In 1928 vitamin A was also recognized as having anti-infective properties (Green and Mellanby 1928; Semba 2012c). This activity was of great interest to physicians concerned with the prevention and treatment of infectious diseases in the early twentieth century, particularly because antibiotics were not yet available. Clinical trials conducted at that time evaluated the use of vitamin A in treating infectious diseases of childhood, including measles, with mixed results. Interest in the anti-infective activity of vitamin A waned with the introduction of antibiotics (Semba 2012a, 1999).

Through most of the twentieth century, treatment of vitamin A deficiency in the clinical setting or in public health practice was focused on the treatment and prevention of blindness due to xerophthalmia, the principal clinical manifestation of vitamin A deficiency (Sommer 1982, 2014). It was well known for many decades that vitamin A deficiency was associated with an increased risk of death from infectious diseases, as described in a comprehensive review in 1968 (Scrimshaw, Taylor, and Gordon 1968). However, it was not until 1986 and later that community intervention trials demonstrated that vitamin A supplementation could substantially decrease mortality from infectious diseases, particularly deaths associated with diarrhea and measles, in young children at risk of vitamin A deficiency living in settings with high mortality rates from infectious diseases (Sommer et al. 1986; Imdad et al. 2010). These findings led to the formulation of guidelines by the World Health Organization for the use of vitamin A supplementation in children from 6 to 59 months.
of age to decrease mortality (WHO 2011a, b, c). More recently, vitamin A supplementation was assessed during the neonatal period in three additional community trials and similar benefits were not found in decreasing the risk of death from infectious diseases below 6 months of age (Edmond et al. 2015; Masanja et al. 2015; Mazumder et al. 2015; Haider and Bhutta 2015).

In 1986 when a decade of work examining the effects of vitamin A supplementation on preventing deaths from infectious diseases was just beginning, the molecular mechanism-of-action by which vitamin A improved survival was unknown. Vitamin A, or retinol, has no significant biological activity itself, and retinaldehyde was long known to be the key molecule mediating the action of vitamin A in the visual cycle but was not felt to have other significant biological activities (Sommer 1982). In 1987, however, two laboratories described how retinoic acid, the second principal metabolite of vitamin A, regulated gene transcription by binding to the retinoic acid receptor (RAR) (Benbrook et al. 2014; Giguere et al. 1987; Petkovich et al. 1987). This work enabled description at the molecular level of how vitamin A functioned in the immune system, as well as other tissues, by regulating the transcription of hundreds of genes (Benbrook et al. 2014). As discussed below, this finding led to a great deal of work on how vitamin A is metabolized to retinoic acid in the immune system where it acts as an autocrine and paracrine factor affecting the development, differentiation, function, and survival of many cell types in the immune system (Guo et al. 2015).

11.2 BARRIERS TO INFECTION: VITAMIN A AND EPITHELIAL SURFACES

Epithelial surfaces, including the skin and mucosal epithelium in the respiratory, intestinal, and urogenital tracts, are important barriers to infection. These surfaces also have innate immune capacities that allow active responses to microorganisms (Moens and Veldhoen 2012). Vitamin A deficiency does not have a pronounced effect on diminishing the barrier function of the skin and the normal keratinized, squamous epithelial surface of the skin develops without any activity of retinoic acid (at least in its late stages). Retinoic acid can inhibit keratinization of the skin and topical application of retinoic acid, and synthetic retinoids are used in dermatology for “reverse aging” by increasing the proliferation of basal cells (Hubbard, Unger, and Rohrich 2014; Sporn, Roberts, and Goodman 1994). Appropriate basal cell proliferation is, of course, needed to maintain the long-term integrity of the skin.

Vitamin A is required for prenatal lung development, including development of airway epithelium and normal alveolar and airway structure (Biesalski and Nohr 2003). Normal airway epithelium consists of ciliated columnar or cuboidal epithelium interspersed with mucus-secreting goblet cells. Premature birth occurring before the lung maturation process is complete can result in the development of a life-threatening lung disease, bronchopulmonary dysplasia (BPD). This disease is exacerbated by the typically low stores of vitamin A found in the liver of premature infants (Olson, Gunning, and Tilton 1984) and can be treated, to a degree, with vitamin A therapy (Guimaraes et al. 2012). Squamous metaplasia of the airways can develop postnatally in animals and humans with vitamin A deficiency and, in particular, when another environmental factor (e.g., respiratory infection, cigarette smoke) causes damage to the airway epithelium. This damage triggers repair and may thus unmask vitamin A deficiency by creating a higher demand for retinoic acid during tissue regeneration. The metaplasia resulting from this process in the presence of vitamin A deficiency is often localized, occurring at the site of the injury to the respiratory epithelium (Stephensen et al. 1993). Squamous metaplasia developing at these sites may increase the risk of opportunistic infections of the respiratory tract. For example, bacteria are typically removed from airways after being trapped in the mucus blanket that overlays the ciliated epithelial cells. Action of the cilia moves the mucus and bacteria up and out of the airways. Areas of squamous metaplasia lack this protective mechanism and may be colonized by bacteria. This process has been described in a previous review (Stephensen 2001).

Vitamin A deficiency has long been known to affect the eye, including its associated epithelial surfaces, resulting in the cardinal sign of deficiency, xerophthalmia (Sommer 1982). Xerophthalmia involves squamous metaplasia of the corneal and conjunctival epithelium, thus compromising the normal secretory function and production of a protective mucus layer by these tissues (Kim et al.
Such corneal lesions may increase the risk or severity of corneal infections that could result in the loss of vision due to the development of punctate keratosis that can occur as a result of xerophthalmia (Bhaskaram et al. 1986).

Vitamin A deficiency also affects the intestinal epithelium. While squamous metaplasia is typically not seen, goblet cell number may be decreased though other histological aspects (e.g., crypt depth and villus length) may appear normal (Olson, Rojanapo, and Lamb 1981; Ahmed, Jones, and Jackson 1990). However, an infectious challenge may produce pathologic changes in vitamin A-deficient but not control animals. For example, during experimental rotavirus infection intestinal villi were severely damaged by infection in the deficient but not control mice, suggesting regeneration is impaired by deficiency (Ahmed, Jones, and Jackson 1990). Translocation of intestinal bacteria from the gut lumen to other tissues may also be enhanced by vitamin A deficiency in some experimental models (Kozakova et al. 2003). Such changes may account for the apparent disruption of epithelial integrity seen in children living in settings with poor environmental hygiene that appears to be corrected by vitamin A supplementation (McCullough, Northrop-Clewes, and Thurnham 1999).

### 11.3 Vitamin A and Innate Immune Cells

#### 11.3.1 Overview

The innate immune system is comprised of barrier defenses that typically involve the response of a class of leukocytes termed myeloid cells, in contrast to the lymphoid cells, which comprise the principal cellular component of the adaptive immune system. Myeloid cells develop in the bone marrow and include neutrophils, eosinophils, and basophils (termed granulocytes), which are seen in peripheral blood and in tissues during inflammation. Monocytes are another myeloid cell type seen in blood. When monocytes enter tissues, they differentiate into macrophages. Dendritic cells are another myeloid cell found in blood and tissues.

#### 11.3.2 Vitamin A and Granulocyte Development and Function

Neutrophils are the most abundant granulocytes (and leukocytes) in peripheral blood. They develop in the bone marrow in response to innate and environmentally derived signals, with production increasing as a result of increased need. In response to a local infection, neutrophils leave the bloodstream to perform their essential effector function, killing microorganisms, typically bacteria and sometimes fungi, via phagocytosis and oxidative killing in phagocytic vesicles. Extracellular killing and the release of soluble mediators (e.g., IL-1β and leukotrienes) is also part of the neutrophil’s response (Murphy et al. 2011).

During hematopoiesis in the bone marrow, the granulocytes (neutrophils, eosinophils, and basophils), and monocytes, which circulate in the blood before developing into macrophages in tissues, develop from a common progenitor cell. Retinoic acid acts via RARα (Kastner and Chan 2001) during this process to promote development of neutrophils rather than eosinophils and basophils (Paul et al. 1995; Leber and Denburg 1997; Kinoshita et al. 2000; Denburg, Sehmi, and Upham 2001; Upham et al. 2002), or monocytes (Lawson and Berliner 1999). However, vitamin A deficiency in animal models increases rather than decreases the concentration of neutrophils in peripheral blood (Nauss, Mark, and Suskind 1979; Twining et al. 1996a; Zhao and Ross 1995), though the neutrophils in blood appear to have been released from the bone marrow in an immature state, based on the hypersegmented appearance of their nuclei (Twining et al. 1996a). The function of neutrophils is also impaired by vitamin A deficiency, as shown by decreased production of factors involved in bacterial killing such as cathepsin G (Twining et al. 1996b), decreased chemotaxis, decreased phagoctytic activity, decreased oxidative burst, and, as a result, a decreased ability to kill bacteria and clear them from the blood (Ongsakul, Sirisinha, and Lamb 1985; Twining et al. 1997; Wiedermann et al. 1996b). The net effect of vitamin A deficiency thus appears to be a decrease in the protective
ability of the neutrophilic response to infection due to impaired development and function of neutrophils. The increased concentration of neutrophils in peripheral blood in vitamin A–deficient animals may result from the development of subclinical infections, the resulting increased inflammation relative to vitamin A adequate controls (Wiedermann et al. 1996a), and the likely increase in production of mediators (e.g., granulocyte colony-stimulating factor or perhaps IL-17A), which would act at the level of the bone marrow to increase production of neutrophils as a result of an increased need.

While eosinophil development is not enhanced and may be impeded by retinoic acid, as discussed above, eosinophilic inflammation may be enhanced by high dietary levels of vitamin A, as has been seen in the mouse ovalbumin-induced model of eosinophilic pulmonary inflammation (Schuster, Kenyon, and Stephensen 2008), a model used to examine some aspects of atopic asthma in humans. This enhancement could be due to the ability of retinoic acid to increase the expression of the receptor for eotaxin, CCR3, on eosinophils (Ueki et al. 2013), which could increase their chemotactic ability and thus their accumulation in tissue sites where eotaxin is produced (e.g., the lungs of mice treated with ovalbumin). Retinoic acid also inhibits eosinophil apoptosis (Ueki et al. 2008), which could prolong eosinophil residence in inflamed tissues. However, the accumulation of eosinophils in the ovalbumin model of asthma could be due to the underlying effects of vitamin A on enhancing the development of Th2 cells, which is discussed below, rather than to direct effects on eosinophils. The importance of T-cells is suggested by an experiment that stimulated pulmonary inflammation involving both neutrophils and eosinophils using inert particles, which would not induce a memory T-cell response (Torii et al. 2004). In this case, treatment of mice receiving normal dietary levels of vitamin A with additional vitamin A via injection reduced the eosinophilic and neutrophilic pulmonary inflammation in this model system. The authors speculate that inhibition of the NF-κB pathway in inflammatory cells in the lungs, which was also observed in the study, was the underlying reason for the anti-inflammatory effect of vitamin A treatment. These contrasting results with two different types of granulocytic inflammation in the lungs of mice demonstrate that it is difficult to predict the effect of vitamin A on inflammatory conditions, even ones that are quite similar, because vitamin A has many different activities in the immune system.

11.3.3 VITAMIN A AND MACROPHAGE DEVELOPMENT AND FUNCTION

Tissue macrophages are phagocytic cells that respond to microbial infections and other causes of tissue injury (e.g., autoimmune disease, cellular damage leading to development of plaque in coronaries). Macrophages may ingest and kill bacteria (e.g., *Mycobacterium tuberculosis*) but also play a role in clearing damaged host cells during inflammation. Macrophages may also act as antigen-presenting cells if they upregulate expression of proteins involved in presentation of antigen to T-cells, such as MHCI and MHCII. Tissue macrophages derive primarily from monocytes that enter tissues from the blood, but macrophage progenitor cells may also be found in some tissues (Murphy et al. 2011).

While neutrophil development is enhanced by vitamin A, macrophage development is not. Early work has shown that monocyte/macrophage development from progenitor cells is inhibited by retinoic acid (Januszewicz and Cooper 1984; Ozawa et al. 1984). In addition, retinoic acid treatment decreases the survival of peripheral blood monocytes *ex vivo* by decreasing macrophage colony-stimulating factor (MCSF) production by these cells, and also decreased differentiation of monocytes to macrophages (Kreutz et al. 1998). Retinoic acid also inhibits Fc−γ receptor expression on macrophages differentiated from peripheral blood monocytes (Rhodes and Oliver 1980). Expression of this receptor allows phagocytosis of IgG-coated microorganisms. In addition, retinoic acid inhibits the production of the oxidative metabolites superoxide anion (O2−) and hydrogen peroxide (H2O2) by activated human macrophages, which are involved in killing microorganisms ingested by macrophages (Wolfson et al. 1988). Thus, the effects of retinoic acid treatment *ex vivo* can dampen the antimicrobial activity of macrophages.
In addition to decreasing some aspects of macrophage development and phagocytic activity, retinoic acid treatment of human skin has been shown to decrease expression of MHCII (HLA-DR) by macrophages following UV treatment, and also to decrease autologous and allogeneic T-cell reactivity, as would be expected as a result of decreased MHC expression (Meunier, Voorhees, and Cooper 1996). Retinoic acid also downregulates the expression of CD1d (Chen and Ross 2007), a surface molecule on macrophages that presents glycolipid antigens to T-cells, consistent with its downregulation of MHC expression, which presents classic peptide antigens. Thus, retinoic acid treatment can decrease the antigen-presenting function of macrophages, which could decrease the development of adaptive immune responses.

Retinoic acid can also decrease the production of pro-inflammatory cytokines by macrophages. Early work showed that retinoic acid inhibits the production of TNF-α and nitric oxide by murine peritoneal macrophages (Mehta et al. 1994). This same effect was seen in a human macrophage cell line (THP-1) and in cord blood–derived mononuclear cells, where production of the anti-inflammatory cytokine IL-10 was increased by retinoic acid in the same experiments (Wang, Allen, and Ballow 2007). Retinoic acid also inhibited production of TNF-α in rat peripheral blood monocytes and production of the prostaglandin-producing enzyme COX-2 in rat macrophages (Kim, Kang, and Lee 2004), consistent with a dampening effect of vitamin A on monocyte/macrophage-induced inflammatory activity. Ex vivo treatment of bone marrow–derived macrophages and a macrophage cell line with retinol, which is presumably converted to retinoic acid by these cells, decreases expression of several proinflammatory cytokines and chemokines (including TNF-α, IL-6, IL-12, IP-10, and CXCL9) (Kim et al. 2013).

While retinoic acid can decrease TNF-α production in macrophages, the role of specific RARs in this process is not clear. For example, production of TNF-α as well as IL-6 and IL-12 were all lower in macrophages from RARγ knockout mice, suggesting a role for retinoic acid and this receptor in enhancing the inflammatory activity of macrophages under some circumstances (Dzhagalov, Chambon, and He 2007). Retinoic acid receptors (both RARs and RXRs) act to directly regulate transcription by binding to retinoic-acid response elements (RARE) but work in murine splenic macrophages shows that RXR also interacts directly with the transcription factor NF-κB to decrease IL-12 production following LPS stimulation, indicating a second pathway for regulation of macrophage development (Na et al. 1999). Retinoic acid has also been shown to inhibit NF-κB activity in a human monocyte cell line and in vivo using NF-κB reporter mice (Austenaa et al. 2009). The ability of retinoic acid to decrease transcription of proinflammatory genes, such as IL-12 and TNF-α, may result in higher levels of inflammation in vitamin A–deficient animals during experimental infections, as discussed in an earlier review (Stephensen 2001).

The effect of retinoic acid on macrophage gene expression is not entirely anti-inflammatory. In ex vivo cultures of human alveolar macrophages, retinoic acid increased production of IL-1β and decreased IL-1 receptor antagonist (IL-1ra) production indicating that vitamin A can enhance the proinflammatory activity of this particular type of macrophage (Hashimoto et al. 1998). However, in a murine macrophage cell line (J774) retinoic acid decreased IL-1β production (Mathew and Sharma 2000). Retinoic acid also induces prostaglandin-E synthase in macrophages, resulting in increased PGE2 synthesis. This process was seen in classically activated macrophages (induced from peripheral blood monocytes stimulated with M-CSF) but was much less pronounced in alternatively activated macrophages (induced with M-CSF plus IL-13) (Mamidi et al. 2012). While many studies on macrophage function in disease are carried out in model systems, a recent study in humans has shown that macrophages isolated from the intestinal tissue of patients with Crohn’s disease produce retinoic acid that is associated with greater antigen-presenting ability and higher production of TNF-α, indicating that retinoic acid production in this inflammatory milieu is promoting, rather than dampening, inflammation (Sanders et al. 2014).

Recent work has shown that not all tissue macrophages are equal. Macrophages from different body sites develop distinct patterns of gene expression as a result of tissue-dependent factors affecting macrophage differentiation. For example, large peritoneal macrophages show a distinct pattern...
of gene expression that is dependent on the transcription factor GATA-6. The expression of GATA-6 itself is induced by retinoic acid apparently derived from omental fat-associated cells. Retinoic acid, along with other omental-derived factors, is thus a key regulator of the development of large peritoneal macrophages. One of the functions of these macrophages is to promote the development of IgA-producing B-1 cells in the peritoneal cavity via the production of TGF-β. These cells express the gut-homing receptors CCR9 and α4β7 integrin (the expression of which is induced by retinoic acid, as discussed below) and thus migrate to the intestinal lymphoid tissue where they secrete IgA, which is transported into the intestinal lumen where it provides important early responses to gut pathogens (Okabe and Medzhitov 2014).

While many ex vivo studies show that retinoic acid can dampen some aspects of macrophage function, in vivo studies may show different effects, perhaps as a result of the impact of physiologic factors (e.g., resulting from an ongoing infection in an animal model system) not completely reproduced in cell culture experiments. For example, high levels of vitamin A can increase the phagocytic and tumoricidal activities of rat alveolar macrophages (Tachibana et al. 1984). Peritoneal and splenic macrophages of rats treated with high levels of vitamin A had greater phagocytic activity (both percent of cells ingesting yeast particles and mean number of yeast ingested per cell) than did macrophages from control rats. The vitamin A–treated rats also had lower levels of Salmonella in both the liver and spleen after intraperitoneal infection (Hatchigian et al. 1989). In chickens, dietary vitamin A deficiency impaired the oxidative burst and phagocytosis of yeast particles by macrophages (Sijtsma et al. 1991). Thus, vitamin A deficiency in vivo tends to impair antimicrobial aspects of macrophage function, suggesting that impaired macrophage function may be one factor that can lead to impaired host resistance to infection during vitamin A deficiency.

11.3.4 Vitamin A and Dendritic Cell Development and Function

Dendritic cells of the innate immune system are also phagocytic cells. They take up microorganisms, particles, and soluble molecules by phagocytosis and pinocytosis. While dendritic cells kill ingested microorganisms, their more important role is transporting antigen from peripheral tissues, via the lymphatic circulation, to draining lymph nodes where they present antigen to lymphocytes to initiate the adaptive immune response. Dendritic cells are not the only cell type that can play the role of an antigen-presenting cell (APC), but they are particularly important in the development of naive T-cells into effector and memory T-cells. This role involves the presentation of antigen plus costimulation (e.g., from cell-surface molecules such as B7/CD86 on the APC, which interacts with CD28 on the surface of a naive T-cell) to ensure that the stimulated T-cells divide and survive. A third signal presented by APCs consists of cytokines, which stimulate T-cell differentiation. For example, IL-12 stimulates naive T-cells to develop into Th1 cells, IL-4 stimulates the development of Th2 cells, and IL-6 plus TGF-β stimulates the development of Th17 cells (Murphy et al. 2011). Some subsets of dendritic cells can also produce retinoic acid, which affects T-cell development in a variety of ways, as discussed below. CD103+ dendritic cells in the gut, for example, typically produce retinoic acid which influences development of immune responses at that anatomical site (Guo et al. 2015).

The effects of vitamin A on dendritic cell development is often studied ex vivo, by stimulation of human peripheral blood monocytes with retinoic acid and, depending on the experiment, appropriate cytokines (e.g., granulocyte-macrophage colony-stimulating factor [GM-CSF] or IL-4). While results can vary with specific conditions, the effect of retinoic acid on dendritic cell development is often similar to what is described above for macrophages: expression of costimulatory molecules is decreased, reducing the ability of dendritic cells to stimulate T-cell proliferation and initiate adaptive immunity, and expression of cytokines is altered (Tao, Yang, and Wang 2006). In particular, expression of IL-12 is often reduced resulting in a decreased ability of these dendritic cells to stimulate development of Th1 cells (Wada et al. 2009), though this is not always the case (Mohty et al. 2003). While costimulatory ability and IL-12 production may be reduced by retinoic acid,
other functions of dendritic cells may be enhanced, such as the expression of CD64, a cell-surface receptor that contributes to the uptake of soluble antigen for later presentation to T-cells, suggesting that lymphocyte responses to soluble antigens (including antibody responses) may be enhanced by retinoic acid (den Hartog et al. 2013). Studies of dendritic cell development with bone marrow precursors (rather than peripheral blood monocytes) from mice indicate that retinoic acid treatment increased the percentage of cells that develop a myeloid dendritic cell phenotype and also increased costimulatory molecule expression, but decreases expression of MHCII, which is required for antigen presentation (Hengesbach and Hoag 2004). Clearly specific conditions (e.g., presence of different cytokines) can modify the effect of retinoic acid on dendritic cell development.

While a complete picture of the overall effects of retinoic acid on dendritic cell development and function has not yet emerged, it does seem clear that retinoic acid may act to dampen development of inflammatory T-cell responses in some cases by decreasing antigen presentation by dendritic cells, as well as via other mechanisms (Beijer, Kraal, and den Haan 2014). On the other hand, the development of specific subsets of dendritic cells, such as CD11b+ dendritic cells involved in antibacterial and antifungal responses, is impaired by vitamin A deficiency and may thus dampen certain protective responses (Bhatt et al. 2014). These apparently contradictory effects may be due to differences in timing, with retinoic acid acting during dendritic cell development affecting the type of dendritic cell that emerges, while retinoic acid present during the initial encounter of a dendritic cell with antigen and inflammatory signals during the initiation of an adaptive immune response may have a different, perhaps dampening, effect.

As the preceding paragraph indicates, the specific effects of retinoic acid on dendritic cell development can vary depending on experimental conditions. One consistent finding, however, is that gut-derived dendritic cells, which often express CD103 on their surface, produce retinoic acid in response to stimulation with appropriate cytokines or microbial stimuli (Manicassamy et al. 2009), as well as in response to retinoic acid itself (Iwata et al. 2004; Iwata and Yokota 2011; Ohoka et al. 2014). Dendritic cells in intestinal lymphoid compartment thus produce retinoic acid, which can act in a paracrine manner to affect other cells in the local environment, particularly the development of lymphocytes as will be discussed below. Other cells in the local environment of intestinal lymphoid tissue also produce retinoic acid (Vicente-Suarez et al. 2015). For these reasons, retinoic acid production is a relatively constant factor in this compartment of the immune system, while systemic lymphoid tissue does not typically produce retinoic acid, though specific conditions can induce its production as has been shown in the respiratory tract (Rudraraju et al. 2014).

11.3.5 Vitamin A and Innate Lymphoid Cell Development and Function

Natural killer (NK) cells are a type of innate lymphoid cell (Spits et al. 2013) that help protect against viral infections before the initiation of adaptive immunity. NK cells also play a role in cancer immunity by targeting some transformed cells (Murphy et al. 2011). As discussed in an earlier review (Stephensen 2001), vitamin A–deficient animals have lower numbers of NK cells with a decreased ability to kill damaged or virus-infected cells, and treatment with retinoic acid restores these NK functions. Thus, vitamin A deficiency impairs NK cell function and this deficit may result in a decreased ability to clear infections once they occur. However, recent work addressing NK cell function in the context of cancer therapy (Sanchez-Martinez et al. 2014), which at times involves retinoic acid therapy to individuals with adequate vitamin A status, found that retinoic acid treatment of NK cells ex vivo downregulates an activation step for cathepsin B, a molecule involved in cellular cytotoxicity of virally infected cells or cancer cells. Thus, retinoic acid therapy may have a role of dampening NK activity, a situation that is clearly different from the evaluation of the effects of vitamin A deficiency or adequacy on immune function.

Other innate lymphoid cells (ILC) play key roles in gut-barrier function (Spits and Di Santo 2011). These include ILCs that produce cytokines normally produced by adaptive immune cells. ILC1 cells (where NK cells can also be grouped) produce IFN-γ, as do Th1 cells, ILC2 cells...
produce IL-4, -5, and -13, as do Th2 cells, and ILC3 cells produce IL-17A and IL-22, as do Th17 cells (Spits et al. 2013). Interestingly, vitamin A deficiency in mice decreases the presence of both ILC1 and ILC3 cells in the intestinal lymphoid tissue, but ILC2 numbers do not decrease and may increase (Spencer et al. 2014). This may result from the fact that homing of ILC1 and ILC3 cells to the intestine depends on retinoic acid–mediated induction of CCR9 and α4β7 integrin expression while expression of these homing factors in ILC2 cells is innate and does not require retinoic acid, and is thus not compromised by vitamin A deficiency (Kim, Taparowsky, and Kim 2015). Vitamin A deficiency, at least in this mouse model system, causes a relative enhancement of type 2 innate immunity in the gut while type 2 adaptive immunity in the gut is typically impaired by vitamin A deficiency, as discussed below.

11.4 VITAMIN A AND ADAPTIVE IMMUNE CELLS

11.4.1 OVERVIEW

The adaptive immune system is comprised primarily of lymphocytes, including T-cells and B-cells. Both cell types originate in the bone marrow from a common lymphoid progenitor and are then found in peripheral lymphoid tissue as well as blood. T-cell precursors undergo an additional maturation step in the thymus. Following stimulation in the peripheral tissue, antigenically naive CD4+ T-cells develop into either inflammatory helper T-cells (Th cells, including Th1, Th2, and Th17 cells) that are involved in clearing pathogenic organisms (or, in some cases, causing immune-mediated chronic diseases), follicular helper (Tfh) cells (which assist development of B cells), or into regulatory T-cells, including FOXP3-positive Treg cells or other subsets, including T-regulatory type 1 cells (Tr1 cells). Naive CD8+ T-cells develop into cytotoxic T-cells (Tc cells), while naive B-cells develop into memory B-cells and antibody-secreting plasma cells, as described in many basic immunology textbooks (Murphy et al. 2011). These cells provide immunologic memory to previous infections and are engaged following stimulation of the innate immune system by a vaccine, microorganisms, or other sources of antigen. These antigens, consisting primarily of short sequences of amino acids derived from antigenic proteins, are presented to lymphocytes by antigen-presenting cells such as dendritic cells. Dendritic cells provide the usual route of initiating a primary adaptive immune response. Dendritic cells, and other cells of the innate immune system, help steer the development of the adaptive immune response by producing cytokines, as described above, that promote T helper cell development along particular differentiation pathways toward Th1, Th2, Th17, Tfh, or Treg cells, for example, as was described above when discussing dendritic cells. As a result of antigen exposure over a lifetime, individuals have different levels of adaptive immunity depending on their exposure history. Such an adaptive immune response occurs more rapidly after the second exposure to an antigen than it does after the first exposure. Thus, the first encounter with a childhood pathogen (e.g., measles) can make a child quite ill, but subsequent infections will likely go unnoticed if an effective adaptive immune response has developed.

11.4.2 VITAMIN A AND THYMIC FUNCTION

Vitamin A deficiency in rats causes a dramatic decrease in the size and cellularity of the thymus (Zile, Bunge, and DeLuca 1979). A similar effect is seen in mice (Ahmed, Jones, and Jackson 1990). Retinoic acid treatment of human thymocytes \textit{ex vivo} increases cellular proliferation via the IL-2 pathway (Sidell and Ramsdell 1988), suggesting a role for this metabolite in thymocyte growth \textit{in vivo}. However, retinoic acid, which can be produced in the thymus (Kiss et al. 2008), may have multiple effects on thymic development, as suggested by the observation that retinoic acid can also inhibit \textit{ex vivo} maturation of a thymocyte cell line (Meco et al. 1994). Related work shows that retinoic acid can act via RARγ to induce apoptosis in mouse thymocytes (Szondy et al. 1997), though later work from the same group shows that retinoic acid may act via RARα to inhibit activation-induced apoptosis of thymocytes (Szondy et al. 1998). Both activities may participate in thymocyte
maturation during different stages, and perhaps in physically different locations within the thymus during development. Apoptosis of self-reactive thymocytes is a normal function in thymocyte development, and one group suggests that interruption of this process by retinoic acid treatment in *ex vivo* thymic organ cultures increases the frequency of mature, self-reactive T-cells (Yagi et al. 1997). Later studies showed a similar role with a potential inhibition of negative selection (Szegedi et al. 2003). *Ex vivo* treatment of human thymocytes with retinoic acid increased development of CD4+ T-cells at the expense of CD8+ T-cells (Zhou, Wang, and Yang 2008). Treatment with retinoic acid (Mulder, Manley, and Maggio-Price 1998) or a high dietary level of vitamin A (Mulder et al. 2000) during fetal development both have negative effects on thymic development in mice. One case report of treatment with 13-cis retinoic acid (all-trans is the principal *in vivo* metabolite) showed thymic hypoplasia in a human infant as well (Cohen et al. 1987). In summary, retinoic acid is produced in the thymus and appears to have multiple roles in both promoting thymocyte proliferation and survival, but a role in deletion of self-reactive thymocytes via induction of apoptosis is also evident. The net effect of severe dietary vitamin A deficiency is thymic atrophy, which will have negative impacts on adaptive immunity, though the effects of milder deficiency, or of supplementation, are not clearly described.

### 11.4.3 Vitamin A and T-Cell Development and Function

Following thymic development, retinoic acid is also required for normal proliferation and survival of T-cells in response to antigenic stimulation in the periphery (Engedal 2011). In addition, retinoic acid directly modulates development of T-cell differentiation following antigen exposure (Iwata 2009; Mucida, Park, and Cheroutre 2009). Naive CD4+ T helper cells differentiate into many phenotypes based on the need to deal with different types of pathogens (Murphy et al. 2011). Th1 cells produce the effector cytokine IFN-γ that activates macrophages to kill intracellular pathogens (e.g., *Mycobacterium tuberculosis* and some *Salmonella* species) and promotes antiviral responses (e.g., development of CD8+ Tc cells). Production of IL-12 by dendritic cells drives Th1 development (as well as production of IFN-γ itself by Th1 and other cell types). Th1 cell responses can be enhanced by vitamin A deficiency (Cantorna, Nashold, and Hayes 1994) perhaps primarily due to the ability of retinoic acid to decrease IFN-γ production, though this pattern is not unvarying and may depend on the patterns of cytokines produced in response to specific conditions (i.e., specific infections or types of vaccination). Th2 cells produce IL-4, IL-5, and IL-13 and promote “weep and sweep” responses in the gut and eosinophilic inflammation to expel metazoan parasites. Production of IL-4 by dendritic cells or other cell types drives Th2 development. Retinoic acid enhances Th2 development *ex vivo* in the presence of IL-4. Th17 cells produce the effector cytokines IL-17A and IL-22, which promote epithelial production of antibacterial peptides to kill extracellular bacteria and chemokines to attract neutrophils, which phagocytose and kill such bacteria. IL-17A also promotes neutrophil differentiation in the bone marrow. Th17 development is promoted by IL-6 from dendritic cells working together with TGF-β, which can be produced by many cell types, particularly in gut lymphoid tissue. Cytokines produced by Th17 cells, including IL-23, are also needed to sustain Th17 development. Treg cells also develop in the periphery after encountering antigen and act to inhibit rather than promote inflammation. This development of Treg cells is an inherent regulatory component of adaptive immunity to control inflammation in order to prevent excessive pathology. TGF-β in the absence of inflammatory cytokines drives Treg development but data also show that retinoic acid acts in concert with TGF-β to enhance Treg development. Both TGF-β and retinoic acid (Sun et al. 2007) are produced by immune cells in the gut and mesenteric lymph nodes, which are key sites of Treg development (Mucida, Park, and Cheroutre 2009). This role of retinoic acid in Treg/Th17 balance gives it an important action in development of tolerance to oral antigens and potentially beneficial bacteria (Hall et al. 2011). The effect of retinoic acid on T-cell development is complex and research has moved rapidly in recent years, though little research has been done on Tfh
cells. There are many reviews that examine specific aspects of this topic in great detail (Hall et al. 2011; Raverdeau and Mills 2014; Ross 2012; Brown and Noelle 2015; Guo et al. 2015).

11.4.4 Vitamin A, B-cells, and Antibody Responses

Naive B-cells develop into antibody-producing plasma cells and memory B-cells following appropriate exposure to antigen. Thus B-cells are responsible for development of the humoral immune response (Murphy et al. 2011). Some antibody responses develop without T-cell help (e.g., bacterial polysaccharides), and these are not impaired by vitamin A deficiency but many humoral responses require such help. Vitamin A deficiency generally impairs T-cell–mediated antibody responses, particularly Th2-dependent antibody responses, such as IgE and IgG1 responses (Ertesvag, Naderi, and Blomhoff 2009; Ross, Chen, and Ma 2009). Antibody responses promoted by Th1 cells may not be affected or can be slightly increased by vitamin A deficiency in mice, as has been reviewed (Stephensen 2001).

IgA is secreted across mucosal surfaces to neutralize pathogens in the respiratory, urogenital, and intestinal tracts. It is a crucial part of the adaptive immune response protecting against mucosal pathogens (Murphy et al. 2011). Vitamin A deficiency impairs the serum and secretory IgA response in the gut and respiratory tracts, as has been reviewed (Stephensen 2001). This phenomenon is partially explained by diminished Th2 development and mucosal targeting of lymphocytes, but vitamin A also promotes IgA responses by enhancing class-switching to IgA by plasma cells (Watanabe et al. 2010). Thus, vitamin A deficiency impairs this crucial protective mechanism at mucosal surfaces.

11.4.5 Vitamin A and Mucosal Targeting of Lymphocytes

Primary antigenic exposures at mucosal surfaces are likely to recur at the same mucosal sites. For example, exposure to enteric pathogens such as rotavirus is common, and to ensure a robust response at the site of exposure, an important component of memory responses, including T-cell responses, is the ability of lymphocytes first exposed to antigen at mucosal sites to return to mucosal sites as effector or memory cells (Murphy et al. 2011). Vitamin A plays a key role in targeting lymphocytes to mucosal surfaces. Retinoic acid produced by CD103+ dendritic cells in the gut facilitates such return by inducing the expression of CC-chemokine receptor 9 (CCR9) and the α4β7 integrin dimer on the surface of both T and B lymphocytes undergoing initial antigen exposure in the gut (Iwata and Yokota 2011). CCR9 responds to CC-chemokine ligand 25 (CCL25), which is constitutively expressed in the intestine, and α4β7 integrin binds to mucosal addressin cell adhesion molecule-1 (MAdCAM-1), which is expressed on the vascular endothelium associated with intestinal lymphoid tissue (Gorfu, Rivera-Nieves, and Ley 2009). CCR9 and α4β7 are induced by retinoic acid produced by intestinal dendritic cells (Iwata 2009). Dietary vitamin A deficiency decreases retinoic acid production by gut dendritic cells (Jaensson-Gyllenback et al. 2011; Molenaar et al. 2011).

11.5 Conclusions

Vitamin A deficiency impairs many aspects of innate and adaptive immunity, leading to an increased severity of infections and increased risk of death for infants and young children in areas of the world with a high burden of infection and a high risk of vitamin A deficiency. Vitamin A supplementation has been recommended in recent decades to decrease the risk of death from common infections, particularly enteric infections and measles. The role of vitamin A in enhancing mucosal immunity by affecting immune cell development and targeting to mucosal sites presumably accounts for some of this beneficial effect of vitamin A, and it might also be beneficial in diminishing chronic inflammation (e.g., inflammatory bowel disease) in the intestinal tract via enhancement of Treg development (Brown and Noelle 2015). In contrast, it is possible
that treatment with vitamin A or other retinoids during active infections or other inflammatory conditions might enhance the activity of inflammatory T-cells that could cause immune pathology and perhaps increase the severity of some inflammatory conditions, perhaps including Th2-mediated responses (Schuster, Kenyon, and Stephensen 2008). Thus while prevention of vitamin A deficiency by use of supplements or fortification is reasonable in many areas of the world where vitamin A deficiency is a public health problem, caution is warranted in use of vitamin A supplements during active infections or inflammation.
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12.1 INTRODUCTION

A normally functioning immune system is critical for the body to fight against and eliminate invading environmental pathogens. The immune system also protects the body from internal risks such as neoplasia and autoimmune responses. It exerts its functions by orchestrating the activity and interaction of a variety of immune cells, as well as their soluble products, which together constitute the immune system (see Chapter 1). Increased risk of infection is the most noticeable consequence of compromised immune function, which is often related to multiple factors including genetic defects, environment, lifestyle, disease, drug side effects, aging, and diet.

Nutritional status can significantly impact immune function. Deficiency in macronutrients or micronutrients has long been known to cause impairment of immune function, which can be reversed by correcting the deficiency. Further, for some nutrients, additional intake above the currently recommended, adequate levels may optimize immune function and promote the body’s defense against infection, particularly in individuals with compromised immune functions such as the elderly. A good example of this is vitamin E, a very effective chain-breaking, lipid-soluble antioxidant present in the membrane of all cells. Since vitamin E is particularly enriched in the membrane of immune cells, it can protect them from oxidative damage related to high metabolic activity and prevent lipid peroxidation of polyunsaturated fatty acids, which are high in content in these cells [1,2]. Vitamin E is considered one of the most effective nutrients known to enhance immune function. A number of animal and human studies have indicated that vitamin E deficiency impairs both humoral and cell-mediated immune functions [3]. Conversely, supplementation with vitamin E, especially in the elderly, has been shown to enhance the immune response, and in turn
increase resistance against several pathogens [4–11]. This chapter provides an updated review of the research on the role of vitamin E in modulating immunity and resistance to infection.

12.2 VITAMIN E: CHEMISTRY, NATURAL SOURCE, AND INTAKE

Vitamin E is a collective term for a family of structurally related compounds (containing a common chromanol ring linked to a side chain) that possess the biological activity of α-tocopherol. There are eight naturally occurring forms of vitamin E, which are divided into two groups (i.e., tocopherols and tocotrienols) depending on whether they have a saturated or unsaturated (three double bonds) side chain, respectively. Both the tocopherol and tocotrienol groups each have four homologous types, designated as α, β, γ, and δ according to the number and position of substituent methyl groups on the chromanol ring (Figure 12.1). Tocopherols have three asymmetric carbon atoms at position 2, 4’, and 8’, which enable tocopherols to exist as one of eight stereoisomers. While the natural form of α-tocopherol is a single stereoisomer, RRR-α-tocopherol, chemical synthesis of α-tocopherol yields eight stereoisomers in equal proportions: RRR, RRS, RSR, RSS, SSS, SRR, SRS, SSR; thus, synthetic vitamin E is often designated as all racemic (or all rac) α-tocopherol. Vitamin E supplements are often made in an ester form (acetate, succinate, nicotinate) to prevent oxidation, which increases shelf life. These esters are hydrolyzed in the intestinal lumen and vitamin E is absorbed in the unesterified form. A great majority of studies use either all-rac-α-tocopherol (also expressed

![Chemical structure of vitamin E](image)

**FIGURE 12.1** Chemical structure of vitamin E. All forms of vitamin E have the same chromanol ring. The phytol tail is saturated in tocopherols and it contains three double bonds in tocotrienols. There are four homologues in both tocopherols and tocotrienols based on the difference in the number and position of methyl groups on the chromanol ring.
as dl-α-tocopherol) or RRR-α-tocopherol (also expressed as d-α-tocopherol); both are often used in the esterified forms. The quantity of vitamin E intake is expressed as either weight (mg) or international unit (IU), which reflects the relative biopotency of vitamin E based on prevention of fetal rat resorption. To help compare the results from the vitamin E studies in which different forms and doses of vitamin E are used but are sometimes referred to generically, it is necessary to provide the interconversion of common forms of vitamin E. One IU of vitamin E is defined as 1 mg of all-rac-α-tocopheryl acetate, 0.67 mg of RRR-α-tocopherol, or 0.74 mg of RRR-α-tocopheryl acetate; the IU equivalents of different forms of vitamin E are determined by the difference in biopotency among the eight stereoisomers (ranging from 100% for RRR to 21% for SSR) and by the adjustment for the difference in the molecular weights of esters. The biopotency ratio for natural vs. synthetic tocopherol is 1.36:1, initially determined by Harris and Ludwig [12], and later validated by several other investigators [13–15].

Different forms of vitamin E are present in foods with varying abundance and proportions. Synthesized by plants, the major dietary sources of vitamin E are edible vegetable oils, nuts, cereals, and vegetables [16]. While oils extracted from wheat germ, safflower, sunflower, grapeseed, and olive contain high amounts of α-tocopherol, the oils from soybean and corn are γ-tocopherol-dominant. In contrast, tocotrienols are mainly found in certain oils (palm oil, rice bran oil) and cereal grains (rye, barley, oat) [17]. α- and γ-tocopherols are the main forms of vitamin E in the common Western diet. α-tocopherol is the most bioavailable, and its plasma concentration is about tenfold higher than that of γ-tocopherol; all other forms of vitamin E are very low or even undetectable in the body. α-tocopherol is also recognized to be the most potent in a variety of biological activities, and is thus the most widely used form of vitamin E in supplements as well as in scientific research (representing roughly 90% of published vitamin E studies). Both synthetic and natural forms of α-tocopherol have been used in published studies, and no consistent evidence suggests a difference in the biological activities tested between these two forms of α-tocopherol.

Currently, the Dietary Reference Intake for vitamin E (DRI 2000) is 15 mg/day for teens and adults [18]. Although vitamin E deficiency rarely occurs, a large portion of the population does not consume the currently recommended daily intake of vitamin E. Primary deficiency is found in genetic defects in α-tocopherol-transfer protein and lipoprotein synthesis as well as in prematurity and low-birthweight infants; secondary causes are mainly fat malabsorption syndromes and some hematological disorders [19]. The main manifestations of vitamin E deficiency in humans include peripheral neuropathy, skeletal myopathy, reduced red blood cell half-life, and immunological impairments [3,20]. Since the current DRI is for the general population, it may not take into account the people who have specific conditions (aging, disease), which may require increased intake. Further, studies have provided evidence that vitamin E supplementation above currently recommended levels may provide additional health benefits in several bodily systems. The effect of vitamin E supplementation on immune function and resistance to infection is discussed in more detail below.

### 12.3 VITAMIN E AND IMMUNE FUNCTION

#### 12.3.1 VITAMIN E DEFICIENCY AND IMMUNE FUNCTION

Since vitamin E is essential for maintaining the normal function of cells in almost all bodily systems, it is not surprising that its deficiency causes a variety of symptoms due to the corresponding pathological changes and impaired functionality. Immune cells are particularly enriched with vitamin E because these cells contain high levels of polyunsaturated fatty acids and have high metabolic activity, making them prone to oxidative damage [1,2]. Therefore, it is not difficult to understand the observed impairment in immune function reported in different species as a consequence of vitamin E deficiency. For example, mice fed a vitamin E-deficient diet had a lower humoral immune response (antibody production) than those fed an
adequate diet [21]. Vitamin E–deficient rats, compared to their vitamin E–adequate counterparts, had a decrease in antigen presentation by macrophages [22], in phagocytic function of polymorphonuclear cells [23], and in lymphocyte proliferation [24]. Depressed lymphocyte response to T-cell mitogens was also found in vitamin E–deficient dogs [25], lambs [26], pigs [27], and chickens [28]. The observational studies on humans, though very limited, seem to draw the same conclusions. In one study, neutrophils from preterm infants with vitamin E deficiency showed impaired phagocytic and bactericidal activity [29]. In another study with healthy children (3 years old), those with low serum vitamin E levels (<10% percentile) were found to have lower lymphocyte proliferation and serum IgM compared to those with high vitamin E levels (>90% percentile). A case report showed that a 59-year-old woman who developed severe vitamin E deficiency due to intestinal malabsorption had impaired \textit{in vivo} (delayed-type hypersensitivity skin test, DTH) and \textit{in vitro} T-cell function (T-cell proliferation, IL-2 production), which was improved after vitamin E supplementation [3].

12.3.2 Vitamin E Supplementation and Immune Function

Although vitamin E deficiency causes impaired immune function (see previous section), vitamin E deficiency is not common in developed countries. Thus, the logical question is whether animals or humans without obvious vitamin E deficiency could still benefit from the additional intake of vitamin E in terms of an impact on their immune system. Studies over the past few decades have accumulated evidence to suggest that this might be the case. However, this is still a topic of ongoing debate due to some controversial results reported in the literature.

Studies on the immune-modulating effect of vitamin E supplementation started with the use of animal models in a variety of species. As early as the 1950s, vitamin E supplementation was shown to improve antibody production after vaccination in rabbits [30]. Results from later studies supported this initial finding. For example, it has been reported that dietary supplementation with vitamin E enhances T-cell–mediated function including T-cell differentiation in rat thymus [31]; lymphocyte proliferation in mice [7,32,33], rats [34,35], and pigs [36]; helper T-cell activity and IL-2 production in mice [7,33]; and innate immune function such as natural killer cell activity and phagocytic ability of alveolar macrophages in rats [35]. Vitamin E was also shown in a tumor mouse model to reduce immunosuppression caused by myeloid-derived suppressor cells and to promote antigen-specific CD8+ T-cell activity leading to an enhanced antitumor effect [37]. A recent study showed that even in the Iberian green lizard, a species rarely used in studies of this kind, oral administration of vitamin E (synthetic $\alpha$-tocopherol, 20 IU/d) could enhance the \textit{in vivo} immune response as determined by T-cell mitogen phytohemagglutinin (PHA)-induced DTH skin response [38]. These results suggest that the immune-stimulating effect of vitamin E is more likely to be universal rather than species-specific.

Encouraged by the positive findings in animal studies, investigators advanced the research to clinical trials in humans. Baehner et al. [39] reported that administering 1,600 IU/d vitamin E ($\alpha$-tocopherol) to unspecified volunteers for one week increased phagocytic rate but decreased bactericidal activity of polymorphonuclear leukocytes. The authors believed that this result was related to the free radical scavenging effect of vitamin E, which resulted in reduced H$_2$O$_2$ production. In another study by Prasad [40], decreased leukocyte bactericidal activity was also observed in young male subjects consuming 300 mg/d vitamin E (dl-$\alpha$-tocopheryl acetate) for 3 weeks, but there were mixed results for cell-mediated immune function: reduced lymphocyte proliferation and unchanged DTH, both in response to the T-cell mitogen PHA. In a later double-blind, placebo-controlled trial, Meydani et al. [5] showed that healthy older adults (≥60 years old) who received vitamin E (dl-$\alpha$-tocopheryl acetate) supplementation (800 mg/d) for 1 month had improved DTH response, \textit{ex vivo} T-cell proliferation, IL-2 production, and a reduced production of prostaglandin (PG)E$_2$, a T-cell–suppressive eicosanoid. They also found a decrease in plasma lipid peroxide concentration compared to the study subjects’ baseline values, while all these parameters remained unaltered in those receiving a
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placebo. To further determine the effect of long-term supplementation with lower doses of vitamin E in the older individuals, Meydani et al. conducted another randomized, double-blind, placebo-controlled trial (RCT) in which free-living elderly (≥65 years old) received 60, 200, or 800 mg/d of vitamin E (dl-α-tocopheryl acetate) or a placebo for 4.5 months [6]. In assessing the in vivo immune response with DTH, they found that all three vitamin E groups showed a significant increase in DTH response after supplementation compared to their respective baseline levels. However, the 200 mg/d group demonstrated a significantly greater increase compared to those receiving the placebo, and this group also showed a significant increase in antibody titers in response to hepatitis B and tetanus vaccines (T-cell–dependent antigens) [6]. These findings for the large part were confirmed by Pallast et al. [41], who showed that healthy older subjects (65–80 years old) administered 50 or 100 mg/d of vitamin E (dl-α-tocopheryl acetate) for 6 months had a significant increase in DTH (induration diameter and number of positive responses) compared with their own baseline values, and the change in the number of positive DTH responses tended to be greater in the 100 mg/d group than in the placebo group (p = 0.06). These marginal changes were reinforced by correlation analysis showing a significantly greater improvement in the cumulative DTH score and the number of positive DTH responses in a subgroup of subjects in the 100 mg vitamin E group who had lower levels of baseline DTH response. Further, evidence that is somewhat supportive came from a more recent study [42] showing that elderly participants receiving 200 mg/d vitamin E for 3 months had higher levels of PHA-stimulated lymphocyte proliferation, Con A–stimulated IL-2 production, natural killer cell activity, and neutrophil chemotaxis and phagocytosis but lower levels of neutrophil adherence and superoxide anion production. This study was not placebo-controlled; however, the potential bias due to this drawback is somewhat compensated by the observation that when the subjects were tested again 6 months after ending supplementation, the majority of improvements were reversed to baseline levels. Summarizing the results from several studies, Meydani et al. proposed that the net increase in plasma vitamin E levels up to 25 μmol/L are almost linearly associated with an increase in DTH response and that further increase in plasma vitamin E levels beyond this range does not seem to result in additional improvement in DTH [43]. Since it is estimated that a 25 μmol/L increase in plasma vitamin E can be achieved by consuming 200 mg/d of vitamin E [43], this provides a compelling argument to suggest 200 mg/d of vitamin E supplementation be recommended as an optimal dose for improving T-cell–mediated function in the elderly. Taken together, it appears that the evidence is strong to support a positive effect of vitamin E on the cell-mediated immune response. The information about its effect on innate immunity is limited and less clear, which calls for further research. Toward this end, it was recently reported that vitamin E attenuates dysregulated neutrophil function and enhances resistance to Streptococcus pneumoniae infection in a mouse model [11].

12.3.3 MECHANISM OF THE EFFECT OF VITAMIN E ON IMMUNE FUNCTION

Unlike two other lipid-soluble vitamins (A and D), which act on their nuclear receptors to regulate the transcription of target genes, no receptor has yet been found for vitamin E. Although a fair amount of work has been accomplished contributing to our knowledge about the mechanisms underlying vitamin E’s immunoenhancing effect, we still only partly understand the mode of its action. While the mechanistic investigation involves both human and animal studies, it is largely the results from animal studies combined with cell-based tests that have contributed to most of what we know today in this area.

Since vitamin E is a lipid-soluble antioxidant, a generally accepted mechanism is that vitamin E may exert its immunoenhancing effect by scavenging oxygen species to reduce oxidative stress. Indeed, vitamin E is a highly efficient antioxidant localized in lipid compartments, mainly the cell membranes, where it protects both membrane lipids and proteins from oxidative damage. The cell membrane plays a critical role in immune cell activity. Immune cells depend on proper membrane activity in carrying out a variety of important functions from early activation events to ultimate effector functions. Lipid peroxidation can damage cell membranes and membrane-associated...
functions. For example, lipid peroxidation can reduce membrane fluidity, which is implicated in a decreased ability of lymphocytes to respond to challenges [44]. It is therefore conceivable that vitamin E may help to maintain the integrity and functionality of immune cell membranes by preventing membrane lipid peroxidation. In addition, as a component residing around the membrane lipids, vitamin E may directly modulate certain properties of membranes, such as lipid raft mobility, which in turn may influence the lateral movement and activation condition of the signaling molecules [45].

More specifically, studies suggest that vitamin E may enhance T-cell-mediated function by influencing the process of signal transduction in T-cells or indirectly, by reducing production of suppressive factors such as PGE$_2$ by macrophages as summarized in the previous reviews [43,46,47]. The direct effect of vitamin E on T-cell response was established in mice using both in vitro and in vivo supplementation methods. In vitro supplementation with 46 μmol/L vitamin E (d-α-tocopherol) was shown to reverse the age-associated reduction in activation-induced T-cell division and IL-2 production in naive but not memory T-cells [48], which coincides with the reported higher susceptibility of naive T-cells to oxidative damage [49]. Studies also indicate that vitamin E may improve the early events in T-cell activation including formation of effective immune synapses, which have largely been shown to be impaired with aging in both animals and humans. For example, both in vivo (500 mg d-α-tocopherol/kg diet) and in vitro (46 μmol/L d-α-tocopherol in culture medium) vitamin E supplementation improved effective immune synapse formation and restored defective redistribution of signaling molecules Zap70, LAT, Vav, and PLC$\gamma$ in the immune synapse formed between antigen-presenting cells and naive CD4$^+$ T-cells from old mice [45]. Improved LAT distribution in immune synapse by vitamin E was later shown to be related to increased phosphorylation of LAT [50], a process required for recruitment of adaptor and effector proteins including Grb2, Gads, SLP76, Vav1, PLC$\gamma$1, and phosphoinositide 3-kinase [51,52].

In addition to its direct effect on T-cells, vitamin E can enhance T-cell function by reducing production of PGE$_2$, a product of arachidonic acid metabolism possessing potent proinflammatory and T-cell-suppressing activity. In the early 1970s, PGE$_2$ was first reported to suppress T-cell responses by activating adenyl cyclase, thus increasing cAMP levels [53,54]. PGE$_2$ production was found to be elevated in animals after infection as well as in aged, but otherwise healthy, animals and humans. In both cases, elevated PGE$_2$ is believed to significantly contribute to the suppressed immune response. PGE$_2$ has a broad effect on different components of both the innate and adaptive immune systems [55–58]. Relevant to the topic under discussion here, PGE$_2$ inhibits T-cell proliferation, IL-2 production, and IL-2 receptor expression [56]. Both CD4$^+$ and CD8$^+$ T-cells are affected by PGE$_2$, but the effect is more pronounced in the former. Of note, the immune-enhancing effect of vitamin E is also more noticeable on CD4$^+$ than CD8$^+$ T-cells. Furthermore, the suppressive effect of PGE$_2$ on T-cell activity is related to the inhibition of several early signaling events that occur after T-cell activation [58]; importantly, some of these signaling processes are positively impacted by vitamin E. Studies have shown that macrophages and spleen cells from old mice and peripheral blood mononuclear cells from elderly human subjects produce more PGE$_2$ compared to those from their young counterparts [5,7,59,60], and this age-related increase in PGE$_2$ production contributes to impaired T-cell function [61,62]. Although it has long been known that vitamin E is effective in inhibiting prostaglandin synthesis in certain tissues, before the era of cyclooxygenase (COX) research, our understanding of the mode of action was limited to the speculation that vitamin E as an antioxidant might prevent arachidonic acid oxidation. This was later confirmed by Wu et al. [63], who reported that dietary supplementation with 500 mg/kg of vitamin E for 30 days reduced LPS-stimulated PGE$_2$ production by macrophages from old mice. They further showed that vitamin E exerted its effect by inhibiting the enzymatic activity of COX, a rate-limiting enzyme for prostaglandin synthesis, but without altering expression of either form of COX (COX-1 or COX-2) at either the protein or mRNA level [63]. These findings were later largely corroborated by other investigators [64,65]. While the mechanism of how vitamin E inhibits COX activity is not completely understood, the work of Beharka et al. suggests that, at least in old mice, this effect may be mediated through a reduced peroxynitrite production [66].
12.4 VITAMIN E AND INFECTION

A functional immune system is critical to the body’s defense against infection. Existence of a strong association between impaired immune function and increased risk of infection is supported by numerous observational and experimental studies on a variety of pathogens. It is thus conceivable that vitamin E may help fight infection by modulating an appropriate, antipathogen immune response. Early demonstration of the protective effect of vitamin E on infection came from animal studies that used various infection models. Today, animal models are still a primary tool for investigating the role of vitamin E on infection. In contrast, due to ethical issues, the information for humans is from the studies conducted exclusively using the incidence of natural infections.

12.4.1 ANIMAL MODELS

Studies using various animal models have indicated that the immunostimulating effect of vitamin E may be associated with an improved host resistance to infections such as *Escherichia coli* in chicks [67] and pigs [68]; *Diplococcus pneumoniae* type I [69] and *Streptococcus pneumoniae* [11] in mice; *Listeria monocytogenes* in turkeys [70]; influenza infection in mice [8,9]; and also secondary *Staphylococcus aureus* infection after influenza infection in mice [10]. Since the incidence of, and mortality from, respiratory infection is profoundly higher in older adults and a compromised immune response is a significant contributing factor, using animal models of respiratory infection is preferred for vitamin E research. Thus, we will review a few such studies in more detail.

Hayek et al. [8] reported that compared to young mice, old mice had higher viral titers after being infected with influenza A/Port Chalmers/1/73 (H3N2); vitamin E supplementation (dl-α-tocopheryl acetate, 500 mg/kg diet) for 6 weeks reduced viral titers in both young and old mice but more so in the latter. This study also demonstrated that the age-related decline in natural killer cell activity was restored by vitamin E supplementation, suggesting involvement of the innate immune function in the protective effect of vitamin E. In another study of similar design, Han et al. [9] confirmed the protective effect of vitamin E in influenza infection. They further showed that the protective effect was also, in part, due to improved cell-mediated immune function: they found that old mice had more severe symptoms and delayed viral clearance, both of which were associated with lower IL-2 and higher PGE2 production before infection, and in particular, with a lower IFN-γ production in response to viral infection. In a recent study using a bacterial infection model, Bou Ghanem et al. [11] showed that old mice compared to young mice had higher pulmonary bacterial burden, lethal septicemia, and lung inflammation (neutrophil infiltration) after being infected with *Streptococcus pneumoniae*. This age-related impairment in resistance to the infection was diminished by dietary vitamin E supplementation (d-α-tocopheryl acetate, 500 mg/kg diet) administered for 4 weeks. Their further mechanistic study showed that a key factor underlying vitamin E’s protective effect is its reduction of neutrophil transepithelial migration (an adverse inflammatory process), which in turn may be attributed to altered expression of several epithelial and neutrophil adhesion molecules involved in neutrophil migration.

12.4.2 HUMAN STUDIES

Epidemiological evidence specifically linking vitamin E intake to infection is scarce. A retrospective study in healthy persons (≥ 60 years old) found a negative relationship between plasma vitamin E levels and the number of infections over the past 3 years; however, there was no correlation found between vitamin E status and the indices of immune response including T-cell phenotype, PHA-induced lymphocyte proliferation, and DTH response to seven ubiquitous antigens [71]. Few clinical trials have directly examined how vitamin E supplementation impacts the host’s resistance to infection. This type of study presents challenges since it depends on recording the natural occurrence of infection, but the incidence of a specific infection or even total infections
is relatively low in many populations and thus would require a large sample size to detect significant differences. While the results generated from studies conducted thus far are promising, inconsistencies exist, necessitating more clinical trials to confirm the efficacy of vitamin E in reducing the risk or severity of infection. In the RCT mentioned above, which sought to determine (and indeed evidenced) the immune-enhancing effect of vitamin E [6], Meydani et al. also observed a nonsignificant \( (p = 0.1) \), 30% lower incidence of self-reported infections in all the vitamin E groups combined (60, 200, or 800 mg/d as dl-\( \alpha \)-tocopheryl acetate) compared to the placebo group. Inspired by this, they later conducted an RCT in nursing home residents (>65 years old), a population that has a high incidence of infection, to specifically address whether vitamin E has a protective effect against respiratory infection. In this study, 617 participants received 200 mg/d vitamin E (dl-\( \alpha \)-tocopheryl acetate) or placebo for one year, and their respiratory infections (RI) were objectively recorded during this time [72]. The authors found that significantly fewer participants acquired one or more RI or upper RI in the vitamin E–supplemented versus the placebo-treated subjects and that a lower incidence of common colds occurred in the vitamin E group. These studies support the notion that the immunostimulatory effect of vitamin E has clinical benefit in protecting against respiratory infections.

However, other studies in which infection was not the primary outcome have not produced consistent results. For example, Hemila et al., using data generated in the Alpha-Tocopherol Beta-Carotene Cancer Prevention (ATBC) study, showed a positive effect, no effect, or even a negative effect of vitamin E on pneumonia and the common cold depending on the age, smoking history, residence, exercise, and other subject characteristics [73–75]. This discrepancy may be attributed to a variety of confounding factors, especially the difference in the health conditions of participants and the intervention protocols. For instance, the ATBC study used a small dose (50 mg/d) of vitamin E in combination with 20 mg/d of \( \beta \)-carotene, which makes it difficult to compare this study’s results with those reported by Meydani et al. In another RCT conducted in a Dutch elderly (≥60 years old) cohort living in the community, the authors found no effect of 200 mg/d of vitamin E (200 mg dl-\( \alpha \)-tocopheryl acetate) on the incidence of all RI [76]. Notably, since there are several differences in the study design and data analysis between the study by Graat et al., conducted with free-living participants, and the one conducted in managed nursing homes by Meydani et al. [72], these variations might have contributed to different outcomes of the two studies. One explanation could be that the immunoenhancing effect of vitamin E in the elderly might be associated with increased resistance to RI in nursing home residents, who, while frailer, might be under more controlled conditions. This may not be the case for those who are younger, healthier, living independently, and influenced by other lifestyle factors. Further studies are needed to answer these questions.

Finally, it is worth adding that the widely varied response to vitamin E supplementation observed among individuals, as well as from different studies, may be attributed to differences in baseline levels of immune response and genetic background of participants. For example, after analyzing the data generated from the study mentioned above [72], Belisle et al. conducted an analysis for interaction between the response to vitamin E treatment in cytokine production and the baseline levels of these cytokines, and concluded that the effect of vitamin E supplementation on cytokine production depended on presupplementation cytokine levels [77]. Further, they showed that single nucleotide polymorphisms also influenced whether and to what extent vitamin E treatment alters cytokine production [78]; common SNPs at cytokine genes may contribute to the individual risk of respiratory infection in the elderly, and both genetic factors and sex may have a significant bearing on the efficacy of vitamin E [79]. This should be considered when interpreting the inconsistent results of previous studies as well as when designing future studies to investigate effect of vitamin E on immune response and related disease.
12.5 NON-α-TOCOPHEROL VITAMIN E

12.5.1 OTHER FORMS OF TOCOPHEROLS

The amount of the four types of naturally occurring tocopherols from different food sources significantly varies as do their bioavailability and presence in the body. α-tocopherol and γ-tocopherol are the predominant forms of vitamin E in the human diet. Although the typical American diet contains even more γ- than α-tocopherol [80] due to the widespread use of corn and soybean oil [81], γ-tocopherol is only about one-tenth the amount of α-tocopherol in human plasma, which largely results from the preferential binding of α-tocopherol transfer protein to α-tocopherol over non-α-tocopherols. Likewise, less availability combined with low bioavailability makes β- and δ-tocopherols much lower or even undetectable in plasma. Accordingly, biological functions of non-α-tocopherols are less studied in general, and little is known about their effect on immune function in particular. Research on γ-tocopherol started much later relative to α-tocopherols; however, γ-tocopherol has received increasing attention in the past years and much progress has been made as demonstrated by the steadily growing findings about its anti-inflammatory properties and applications [82]. It is also worth noting that the recent positive findings related to anticancer activity of both γ- and δ-tocopherols in animal models have opened up a new area of research related to vitamin E's health benefits beyond the effects of α-tocopherol [83].

The research on non-α-tocopherols as mentioned above will not be discussed further, because this chapter is focused primarily on vitamin E's role in immunity and infection for which the information is very limited for non-α-tocopherols. An in vitro study showed that while all forms of tocopherols could enhance mitogen-induced T-cell lymphocyte proliferation, the dose required to reach maximal enhancement varied among the homologues in the order of α- > γ- > β- ≈ δ-tocopherol [84]. In addition, this study reported that these various forms of tocopherols had a differential effect on IL-2 and PGE₂ production. The difference in the nature and magnitude of the effect on immune cell function did not correspond to the relative antioxidant activity of these tocopherol homologues; thus, these results indicate unique biological activities related to the minor differences in their structure. More recently, Zingg et al. reported a study that determined the gene transcription profile of T-cells from old mice fed a diet supplemented with high amounts (500 mg/kg) of α- or γ-tocopherol (as RRR-tocopheryl acetate) relative to their respective control (adequate, 30 mg/kg) [85]. They found that expression of some genes was uniquely affected by either α-tocopherol (such as CD40 ligand, lymphotoxin A) or γ-tocopherol (such as poliovirus receptor-related-2). Overall, it appears that α-tocopherol activates gene clusters that promote lymphocyte proliferation and survival, whereas γ-tocopherol activates gene clusters that reduce lymphocyte proliferation and promote apoptosis and inflammation. These results further support the presence of biological functions unique to both α- and γ-tocopherols; however, given that α- and γ-tocopherols are known to compete for transport and metabolism (though α-tocopherol is more competitive), this leads to a reciprocal change in their tissue levels. Since vitamin E concentrations in T-cells or blood were not determined in this study, we do not know how much of the observed effects represent direct effects of each form of vitamin E or how much of the outcome was attributed to the altered tissue levels due to the competition in their incorporation into the target cells. Interestingly, although γ-tocopherol has been shown to possess anti-inflammatory properties unmatched by α-tocopherol both quantitatively and qualitatively, some studies found γ-tocopherol to be not only proinflammatory but also antagonistic to α-tocopherol's anti-inflammatory effect in animal models of inflammatory disorders. For example, γ-tocopherol administration (via subcutaneous injection) was reported to elevate its levels in plasma and lung resulting in increased inflammation in lung tissue of ovalbumin-induced allergic mice (asthma model), which was reversed by increasing α-tocopherol levels [86,87]. While it will require more research to resolve the discrepancies reported regarding the exact role of γ-tocopherol in inflammation, one possible explanation is that γ-tocopherol's effect may be dose-dependent. A proinflammatory effect
was found in the above-mentioned studies after \( \gamma \)-tocopherol was administered via subcutaneous injection. Injections bypass liver metabolism resulting in more \( \gamma \)-tocopherol and fewer of its metabolites in blood and tissues; this is in contrast to oral administration, which was used by several other studies reporting an anti-inflammatory effect of \( \gamma \)-tocopherol. Although there has been steady progress in the study of \( \gamma \)-tocopherol, as well as recently elevated interest in other non-\( \alpha \)-tocopherols, little information specific to the cell-mediated immune system is currently available. Nevertheless, the results reported thus far indicate that further research in this area might be fruitful.

### 12.5.2 Tocotrienols

In contrast to tocopherols, tocotrienols, the other half of the vitamin E family, are less well distributed in the food consumed by a great majority of people and are thus less studied. However, research on tocotrienols has accelerated and impressive progress has been made over the past decade. Growing evidence has suggested that tocotrienols may have multiple biological functions including potential anticancer [88,89], anti-angiogenic [90–92], blood cholesterol-lowering [93–95], anti-atherosclerotic [96–98], and neuroprotective effects [99–101]. A human study concluded that tocotrienols did not improve immune function in healthy individuals (20–50 years old). After daily supplementation with 200 mg of tocotrienol-rich fraction (TRF, composed of 70% tocotrienols including 113, 91, 36, and 10 mg/g \( \alpha \)-, \( \gamma \)-, \( \delta \)-, and \( \beta \)-tocotrienols, respectively, and 30% \( \alpha \)-tocopherol) for 56 days, the authors found no effect on blood immune cell phenotype or production of cytokines IL-4 and IFN-\( \gamma \) compared to placebo or a 200 mg/d of \( \alpha \)-tocopherol group [102]. Since these are the only parameters tested in defining an immune-modulating effect, a more comprehensive selection of markers may be required in future studies to confirm or refute this conclusion. Later, in an RCT conducted by the same group, results showed that young healthy individuals (18–25 years old) receiving 400 mg TRF/d for 2 months had higher antibody production in response to tetanus toxoid vaccine and higher IFN-\( \gamma \) and IL-4 production by their blood leukocytes after they were stimulated \textit{in vitro} by tetanus toxoid antigen or Con A [103]. These authors also conducted an animal study of essentially the same design but added a group fed purified \( \delta \)-tocotrienol. They were able to repeat their observations from the human study together with the new finding that \( \delta \)-tocotrienol had a more pronounced effect than TRF and \( \alpha \)-tocopherol in enhancing IFN-\( \gamma \) production [104]. In an animal study reported by Ren et al. [105], young (4 months old) and old (23 months old) C57BL/6 mice were fed 0.1% Tocomin® 50%, a mixture of natural tocotrienols (\( \alpha \)-, \( \beta \)-, \( \delta \)-, and \( \gamma \)-tocotrienols at 12.2%, 2%, 6.2%, and 20.1%, respectively) and \( \alpha \)-tocopherol (10.7%), or a control diet containing an equal amount of \( \alpha \)-tocopherol for 6 weeks. Lymphocyte proliferation was enhanced by feeding Tocomin® 50% relative to the control diet, but this effect was more pronounced in old than in young mice. Tocomin® 50% also increased IL-1\( \beta \) production and tended to increase IL-2 production by the splenocytes of old mice, and increased IL-1\( \beta \) production by macrophages of both young and old mice. \textit{In vitro} supplementation with purified tocotrienols at all tested levels (0.01 to 5 \( \mu \)mol/L) enhanced lymphocyte proliferation with a potency order of \( \alpha \)-> \( \gamma \)-> \( \delta \)-tocotrienol with maximal enhancement reached at 0.15, 0.3, and 0.625 \( \mu \)mol/L, respectively. Similar to the findings in the \textit{in vivo} study, this effect was more pronounced for cells from old compared to young mice.

Although tocotrienols are not present in significant amounts in a regular diet and they do not seem to be essential to life, studies have suggested their beneficial effects on several bodily systems. With the studies reviewed above, we are beginning to learn that tocotrienols may possess immune-modulating properties. This area of vitamin E research is still in its infancy; however, the preliminary results thus far suggest, with limited certainty, potential efficacy of tocotrienols in impacting the immune response. Future studies are needed to substantiate these assumptions.
12.6 CONCLUDING REMARKS

Vitamin E is a potent, lipid-soluble antioxidant. Its broad biological functions have been well-documented. Concerning the immune system, convincing evidence through descriptive studies suggests that vitamin E plays a key role in optimizing the immune response, particularly that involving T-cell-mediated function. A substantial body of work delineating the underlying mechanism of vitamin E's impact on the immune response supports the phenotypic observations. Furthermore, the clinical significance and potential applicability of this beneficial effect of vitamin E are supported by animal model studies and clinical trials using infection as an endpoint. Nevertheless, controversy still exists as not all investigators have observed the same positive results. This may be partly attributed to differences in study design, experimental protocols, and cohort characteristics including their genetic background. As with many other nutrients, a vitamin E deficiency state leads to impaired immune function, rendering an individual susceptible to infection. Although a large percentage of people do not consume the recommended dietary intake for vitamin E, cases of deficiency are rare in developed countries. Therefore, research on vitamin E and immune function has focused on determining the potential of vitamin E at higher than the recommended level (15 mg/day) for improving immune function in target populations such as older adults. Achieving this goal will provide an opportunity to expand the clinical applications of vitamin E in developing preventive and therapeutic strategies to combat age-related diseases, especially infection. α-tocopherol is the form of vitamin E used in a majority of human and animal studies. Emerging evidence however has revealed the uniqueness or higher efficacy of the non-α-tocopherol members of the vitamin E family on a variety of biological functions. These findings have been used to explain the reason for the failure of several intervention trials to support or even, in some cases, dispute, the health benefits of vitamin E intake suggested by the findings in epidemiologic studies. Based on preliminary observations, some investigators have suggested that increased intake of α-tocopherol may reduce the body’s uptake of all the other forms of vitamin E, which otherwise might exert their unique or greater effect relative to α-tocopherol in promoting health. As we continue our efforts to better understand the actions of α-tocopherol, research should be expanded to include all members of the vitamin E family. Furthermore, studies which consider genetic background of study participants in terms of their responsiveness to vitamin E supplementation are needed to define target populations for vitamin E intervention. Advances in understanding the interactions of the different forms of vitamin E regarding uptake, metabolism, and biological function and its interaction with genetic background are needed in order to formulate accurate dietary guidance and supplementation strategies for optimizing immune and inflammatory responses and preventing related diseases.
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13.1 INTRODUCTION: THE REQUIREMENT FOR IRON

Iron is a highly abundant element and plays a critical role in basic physiological processes across almost all life-forms. The ability of iron to transition between its ferrous (Fe^{2+}) and ferric (Fe^{3+}) valency states, along with its capacity to form multiple chemical bonds in various orientations, imbues it with properties that are useful to catalyze biochemical reactions and transfer electrons. Iron plays a key role in generation of energy as the binder of oxygen in heme and as a component of the mitochondrial electron transport chain that generates ATP from oxygen by means of oxidative phosphorylation (Hatefi 1985). Furthermore, iron-dependent enzymes play many other important roles in cellular metabolism and macromolecular biogenesis, especially with respect to DNA (Zhang 2014), a key exemplar being ribonucleotide reductase, the enzyme responsible for the rate-limiting step in DNA synthesis (Jordan and Reichard 1998). Where iron is present in proteins, it is often as part of an iron-sulphur complex (Maio and Rouault 2015). Indeed, one explanation for the near-universal dependency of life-forms on iron is that the origins of life have an iron-sulphur–related basis. This “iron-sulphur world” hypothesis put forward by Günter Wächtershäuser posits that early life began autotrophically (Wächtershäuser 1992) in a volcanic hydrothermal flow at high pressure and temperature, such as in undersea hydrothermal vents, which can contain “micro-caverns” with walls of iron sulfide. Synthetic reactions involving hydrogen sulfide, water, and carbon monoxide in the presence of iron sulfide are believed to have generated early building blocks of biochemical molecules (Keller et al. 1994; Huber and Wächtershäuser 1998; Cody et al. 2000). The theory holds that the Last Universal Common Ancestor may have emerged in hydrothermal vents—potentially explaining the near-universal presence of iron and
iron-sulphur clusters in key physiological processes. However the ubiquity of iron came about, it is generally held that growth and proliferation of cellular life requires utilization of a source of iron. Two noteworthy exceptions to this general rule are the Lyme disease pathogen *Borrelia burgdorferi* and lactobacilli, a benevolent component of the human intestinal microbiota. Both of these otherwise distantly related organisms grow in the absence of iron, instead employing manganese to drive enzymatic biochemical processes (Imbert and Blondeau 1998; Posey and Gherardini 2000).

Since iron is required in general for growth, during infection, the pathogen must successfully acquire iron from its host to thrive, and so pathogenesis and virulence can be strongly influenced by iron (Payne and Finkelstein 1978). A key factor to be considered here is that iron, although abundant as an element, is not very bioavailable; in the presence of oxygen and at neutral pH, iron (Fe³⁺) is poorly soluble in water, so that obtaining iron is often a rate-limiting step for microbial proliferation. Furthermore, the reactivity of iron, the basis of its usefulness, can be detrimental unless properly chaperoned because it can catalyze the generation of free radicals, in particular reactive oxygen species through the Fenton reaction. Excess host iron can therefore be dangerous for two reasons: because of the tissue damage that can be caused by free radicals and by providing a nutrient boost for infectious organisms. It follows that host iron homeostatic mechanisms must act to limit free iron and to be responsive to infectious stimuli to further deny access to this key nutrient (Ganz 2009; Weinberg 1984; Ganz and Nemeth 2015). This chapter will deal with these issues, beginning with a description of the normal processes of iron metabolism in mammals.

### 13.2 IRON TRAFFICKING IN MAMMALS

Total amount, distribution, and storage of iron are controlled by cellular homeostasis and systemic homeostasis, two distinct mechanisms (Hentze et al. 2010). Both are important to maintain viability, but will be considered separately in the main for ease of description, and evidence thus far indicates that regulation of systemic iron is more important for defense against infection. A list of important proteins regulating iron trafficking in humans appears in Table 13.1.

#### 13.2.1 CELLULAR IRON HOMEOSTASIS

On a per-cell basis, enough iron must be available to serve metabolic functions, but it must be safely liganded to prevent formation of toxic reactants. Mammalian cells possess mechanisms to sense intracellular (cytoplasmic) levels of iron and to coordinately regulate iron uptake and storage systems appropriately to maintain equilibrium. This is achieved through the interaction of two sensing proteins, Iron Regulatory Proteins (IRP)-1 and -2, with Iron Response Elements (IREs) present in the untranslated regions of mRNAs encoding proteins that mediate iron trafficking and sequestration (Zhang, Ghosh, and Rouault 2014). IRP1 is an iron-sulphur cluster-containing enzyme with aconitase activity; however, during cellular iron deficiency, the iron-sulphur cluster is lost and the protein is then able to bind the stem-loop RNA structures that IREs form (Wilkinson and Pantopoulos 2014). IRP2 also binds IREs, but does not contain iron; instead, its stability is indirectly controlled by iron. Under conditions of cellular iron sufficiency, an E3 ubiquitin ligase complex containing a component, FBXL5, that requires iron and oxygen to function targets IRP2 for degradation (Vashisht et al. 2009; Salahudeen et al. 2009). Thus, when cellular iron is depleted, IRP1 and IRP2 bind to IRE mRNA structures. IREs are present in numerous genes, including transferrin receptor (TfR1), which mediates capture of transferrin-bound iron from the circulation, and ferritin, which safely encapsulates cytoplasmic iron in a protein shell. The 3' UTR of TfR1 mRNA contains multiple IRE sequences, and IRP binding stabilizes the mRNA-increasing transcript abundance and protein synthesis. Conversely, IRP binding to the IRE within the 5' UTR of ferritin decreases protein abundance by blocking the translation apparatus. Therefore, cellular iron
deficiency increases the ability of a cell to obtain more iron through increased TfR1 and decreases storage of iron to ensure its utilization for metabolic processes. Other genes, including eALAS, which is involved in heme synthesis, and the iron transporter proteins DMT1 and ferroportin, also possess IREs in their mRNA. The importance of the IRE-IRP system, and of maintaining cellular iron homeostasis, is made apparent by the embryonic lethality of double IRP-1/IRP-2 knockout in mice (Smith et al. 2006). Mice lacking only one IRP are viable, although they display pathologies that are different depending upon which IRP is lacking; this demonstrates that the two have largely

<table>
<thead>
<tr>
<th>Protein</th>
<th>Major Sites of Expression</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>IRP1/aconitase</td>
<td>Near-ubiquitous</td>
<td>Regulation of expression of genes containing Iron Response</td>
</tr>
<tr>
<td>IRP2</td>
<td>Near-ubiquitous</td>
<td>Elements in their mRNA</td>
</tr>
<tr>
<td>FBXL5</td>
<td>Near-ubiquitous</td>
<td>Controls IRP2 stability</td>
</tr>
<tr>
<td>Transferrin</td>
<td>Secreted from liver to the circulation</td>
<td>Chaperoning and delivering iron to cells and tissues</td>
</tr>
<tr>
<td>Transferrin receptor 1</td>
<td>Near-ubiquitous</td>
<td>Internalization of transferrin</td>
</tr>
<tr>
<td>STEAP3</td>
<td>Erythroblasts</td>
<td>Reduces Fe³⁺ to Fe²⁺</td>
</tr>
<tr>
<td>DMT1</td>
<td>Near-ubiquitous</td>
<td>Transmembrane Fe²⁺ importer</td>
</tr>
<tr>
<td>ZIP14</td>
<td>Hepatocytes</td>
<td>Transmembrane Fe²⁺ importer</td>
</tr>
<tr>
<td>NRAMP1</td>
<td>Macrophages</td>
<td>Metal (including iron) transporter</td>
</tr>
<tr>
<td>Ferritin</td>
<td>Present in cells and serum</td>
<td>Iron storage</td>
</tr>
<tr>
<td>Ferroportin</td>
<td>Macrophages, enterocytes, periportal hepatocytes</td>
<td>Only known cellular iron exporter</td>
</tr>
<tr>
<td>Ceruloplasmin</td>
<td>Soluble form in plasma</td>
<td>Oxidizes Fe²⁺ released by ferroportin to Fe³⁺, enabling binding of iron to transferrin</td>
</tr>
<tr>
<td>Hephaestin</td>
<td>Duodenal enterocytes</td>
<td>Export of heme</td>
</tr>
<tr>
<td>FLVCR1</td>
<td>Erythroblasts, enterocytes</td>
<td>Master regulator of iron homeostasis: inhibits ferroportin</td>
</tr>
<tr>
<td>Hepcidin</td>
<td>Secreted from liver to the circulation</td>
<td></td>
</tr>
<tr>
<td>HFE</td>
<td>Hepatocytes, macrophages</td>
<td>Regulates hepcidin expression (+)</td>
</tr>
<tr>
<td>Transferrin receptor 2</td>
<td>Hepatocytes</td>
<td>Internalizes transferrin: regulates hepcidin expression (+)</td>
</tr>
<tr>
<td>Hemojuvelin</td>
<td>Hepatocytes, heart, muscle</td>
<td>Regulates hepcidin expression (+)</td>
</tr>
<tr>
<td>BMP6</td>
<td>Liver cell types</td>
<td>Regulates hepcidin expression (+)</td>
</tr>
<tr>
<td>Matriptase2 (TMPRSS6)</td>
<td>Hepatocytes</td>
<td>Regulates hepcidin expression (−)</td>
</tr>
<tr>
<td>Hemoglobin</td>
<td>Erythrocytes</td>
<td>Bind and deliver oxygen</td>
</tr>
<tr>
<td>Haptoglobin</td>
<td>Blood plasma</td>
<td>Sequester hemoglobin in plasma</td>
</tr>
<tr>
<td>Hemopexin</td>
<td>Blood plasma</td>
<td>Sequester free heme in plasma</td>
</tr>
<tr>
<td>Heme oxygenase-1</td>
<td>Macrophages, other cells</td>
<td>Liberates iron from heme; converts heme biliverdin, carbon monoxide, and Fe</td>
</tr>
<tr>
<td>Lipocalin-2</td>
<td>Blood plasma</td>
<td>Captures microbial siderophores to iron acquisition by pathogens</td>
</tr>
</tbody>
</table>

Abbreviations: IRP, iron response protein; FBXL5, F-box and leucine-rich repeat protein 5; STEAP3, Six-transmembrane epithelial antigen of the prostate 3; DMT1, divalent metal transporter 1; ZIP14, ZRT/IRT-like protein 14; NRAMP1, Natural resistance-associated macrophage protein 1; FLVCR1, feline leukemia virus subgroup C cellular receptor 1; BMP6, bone morphogenetic protein 6; TMPRSS6, transmembrane protease, serine 6.
overlapping but also some specialized functions (LaVaute et al. 2001; Ghosh et al. 2013). However, it should be pointed out that regulation of iron genes occurs at transcriptional and posttranslational levels as well as by the IRE-IRP interaction. In the case of the iron-exporter protein ferroportin particularly, regulation is highly layered and complex (Drakesmith, Nemeth, and Ganz 2015).

The IRE-IRP system also plays a role in defense against *Salmonella* infection in macrophages. When both IRPs are lost from macrophages, ferritin levels increase, and this source of iron may facilitate the enhanced pathogen growth that is observed in mice lacking macrophage IRPs (Nairz et al. 2015). Further work is required to more fully investigate how the IRE-IRP system contributes to cell-specific immunity against intracellular pathogens in addition to its critical role in maintaining cellular iron homeostasis.

### 13.2.2 Systemic Iron Homeostasis

In broad terms, systemic iron trafficking can be thought of as an iron cycle—see Figure 13.1 (Ganz 2013; Silva and Faustino 2015). A small amount of iron is absorbed daily from the diet (around 1 mg) and enters the circulation where it is bound by a dedicated iron-chaperone protein, transferrin. Transferrin then delivers iron to cells and tissues expressing transferrin receptor—about 60% of total transferrin receptor is present in the bone marrow, where it functions to capture the circulating iron and deliver it intracellularly to developing erythrocytes for incorporation into the heme of hemoglobin. Most other tissues also express transferrin receptors and utilize or store iron, for example muscle (where heme iron is a component of myoglobin), and the liver, where iron is stored.

**FIGURE 13.1** The iron cycle. Around 1–2 mg dietary iron (heme and/or non-heme associated) is absorbed per day through specialized transport mechanisms by duodenal enterocytes. Iron is exported from these cells into plasma, where it is chaperoned by transferrin. Each transferrin protein can bind up to two atoms of iron, and about 3 mg of iron is in the transferrin pool. Transferrin in the circulation delivers iron to cells and tissues that express transferrin receptors. 60% of all transferrin receptors are present in the bone marrow, where iron is captured and incorporated into heme in developing hematopoietic cells, especially erythrocytes (1800 mg iron). The life span of human erythrocytes averages 120 days, after which they are taken up by macrophages, and the iron is liberated from heme and recycled back into plasma (about 25 mg iron/day). Iron is also present in skeletal and cardiac muscle and liver (1300 mg iron in total), and stored in macrophages (600 mg iron) or the bone marrow (300 mg iron). Homeostatically controlled iron excretory mechanisms are not believed to exist, but iron is lost (about 1–2 mg iron/day) through unregulated processes; more iron is lost via menstruation. Note that iron deficiency, blood loss, hypoxia, or other causes of increased erythropoietic drive (for example thalassaemia) can enhance daily iron absorption to around 30 mg/day.
in hepatocytes. Red blood cells have a life span of about 120 days in humans, whereupon they are phagocytosed by macrophages in the red pulp of the spleen, which process the iron and return it to the circulation. Around 25 mg of iron per day is recycled in this way. Iron is lost from the cycle via mostly unregulated routes (skin, hair loss, sloughing off of intestinal cells) and menstruation in females. Absorption of iron from the diet is regulated to maintain homeostasis (McCance and Widdowson 1937), and this process is controlled by hepcidin (Ganz 2013; Andrews 2008). The total amount of iron in mammals and its distribution within an organism is orchestrated by the hormone hepcidin (Ganz 2011). Produced primarily by the liver, circulating hepcidin is a 25-amino acid peptide containing 8 cysteine residues and 4 internal disulfide bonds. It is structurally and ancestrally related to antimicrobial peptides called beta-defensins, although hepcidin itself likely possesses only weak microbicidal properties. The receptor for hepcidin is the iron-exporter protein ferroportin (Nemeth et al. 2004b). Ferroportin is highly expressed by duodenal enterocytes, splenic red pulp macrophages, Kupffer cells, and to a lesser extent on periportally located hepatocytes (Drakesmith, Nemeth, and Ganz 2015). On enterocytes, ferroportin mediates the final step in transfer of dietary iron into the systemic circulation; on macrophages ferroportin returns iron derived from processing of senescent red blood cells to the plasma; and on hepatocytes, ferroportin releases stored iron. Hepcidin binds to ferroportin and causes the internalization and degradation of the transporter protein, thus inhibiting release of iron from cells (Nemeth et al. 2004b). Therefore, under conditions of high hepcidin, iron is not absorbed from the diet or released from macrophages, and serum iron levels fall.Persistently high hepcidin levels cause anemia by restricting the availability of iron for erythropoiesis (Du et al. 2008; Finberg et al. 2008; Prentice et al. 2012). Low hepcidin facilitates iron absorption from the diet, and allows release of iron from macrophage and hepatocyte stores. However, genetic disorders that lead to chronic low hepcidin result in iron overload (hereditary hemochromatosis and nontransfusion-dependent thalassemia) and associated toxicity in parenchymal organs where the iron excess is deposited, particularly the liver, pancreas, and heart (Ganz and Nemeth 2011; Pietrangelo 2010; Jones et al. 2015).

13.2.2.1 Control of Hepcidin Synthesis

Regulations of hepcidin is complex, and although many factors that alter expression of hepcidin are known, their molecular mechanistic modes of action are not in every case fully understood. Iron itself is a key regulator of hepcidin and appears to work in two ways (Corradini et al. 2011; Ramos et al. 2011). First, increases in the amount of iron in the blood (transferrin saturation) are sensed by hepatocyte surface proteins (including HFE, TfR2, and HJV) and this information is signaled to increase hepcidin synthesis (Corradini et al. 2011; Ramos et al. 2011). Secondly, intracellular accumulation of iron in the liver is also sensed and increases hepcidin synthesis. The bone morphogenetic protein (BMP) signaling pathway is involved in both these sensing mechanisms, and activation of this pathway increases hepcidin. Evidence in mice and humans strongly indicates that Bmp6 is the key member of the Bmp family that is induced by iron accumulation in the liver and exerts strong (but nevertheless partially redundant) control over hepcidin synthesis (Andriopoulos et al. 2009; Daher et al. 2015; Meynard et al. 2009). Genetic deficiency (naturally occurring or experimental) in components of liver BMP signaling results in aberrantly low hepcidin synthesis and hemochromatosis (Steinbicker et al. 2011); overactive BMP signaling leads to high hepcidin and severe iron deficiency anemia (Silvestri et al. 2008). Interestingly, the IRE-IRP system described above is not believed to play a major contributory role in the regulation of hepcidin by iron.

Two other important regulators of hepcidin have been characterized: inflammation and erythropoietic drive. In the case of inflammation, hepcidin transcription is induced by cytokines that signal through Jak-STAT pathways, and the promoter region of the hepcidin gene possesses Stat3 binding elements. Interleukin-6, interleukin-22, and type I interferon have been identified as mediators of hepcidin upregulation in the context of inflammation (Armitage et al. 2011; Nemeth et al. 2004a; Ryan et al. 2012; Smith et al. 2013; Wrighting and Andrews 2006). Because these mediators are released during acute-phase responses to infection, hepcidin increase and hypoferremia are
observed during infections (Drakesmith and Prentice 2012). In murine models and/or in humans, hepcidin increases have been observed associated with malaria (Atkinson et al. 2014, 2015; de Mast et al. 2010; Portugal et al. 2011), HIV-1 (Armitage et al. 2014; Minchella et al. 2014; Minchella et al. 2015a), tuberculosis (Minchella et al. 2015b), influenza A virus (Armitage et al. 2011), *Candida albicans* (Armitage et al. 2011), *Vibrio vulnificus* (Arezes et al. 2015), and *Salmonella* infections (Darton et al. 2015). Two exceptions appear to be chronic hepatitis B and C viral infections that (more definitively in the latter) are linked to reduced hepcidin and hepatic iron accumulation that can exacerbate the liver pathology associated with the infection (Armitage et al. 2014; Fujita et al. 2007; Girelli et al. 2009). The significance of hepcidin and hepcidin-induced hypoferremia for the outcome of infections will be discussed in a later section.

Red blood cells constitute the major use of iron in the body, to carry oxygen to all tissues. Blood loss imparts a significant threat to viability and the capacity to replace lost erythrocytes as quickly as possible is important; as part of this process iron availability for erythropoiesis is increased (Finch 1994). This is achieved through the suppression of hepcidin expression as a consequence of increased erythroid drive; the mechanistic details of how this occurs are yet to be resolved, but a leading candidate to mediate hepcidin suppression is the erythroblast-secreted protein erythroferrone (Kautz et al. 2014). Increased erythropoiesis driven by erythropoietin in response to blood loss or hypoxia raises the level of erythroferrone, which is thought to travel in the circulation to the liver, where it acts to switch off hepcidin production. A lack of hepcidin then facilitates rapid release of iron from stores via ferroportin, raising transferrin saturation and enabling iron incorporation into developing red blood cells in the bone marrow. However, this suppression of hepcidin can be pathological in disorders of ineffective erythropoiesis, for example in nontransfusion-dependent thalassemia where globin gene mutations limit the life span of erythrocytes, and compensatory overactive erythropoiesis leads to persistently decreased hepcidin synthesis, in a partially erythroferrone-dependent manner (Kautz et al. 2014, 2015), leading to toxic iron accumulation in parenchymal organs.

### 13.2.2.2 Other Components of Systemic Iron Homeostasis

An additional source of systemic iron-related toxicity is from the release of heme and hemoglobin into circulation following tissue damage and/or hemolysis (rupture of red blood cells). However, two host proteins are deployed to counteract this effect: haptoglobin, which binds to free hemoglobin, and hemopexin, which binds to free heme. Haptoglobin-hemoglobin and hemopexin-heme complexes are taken up by receptors (CD163 and CD91 respectively) on hepatocytes and macrophages (Schaer et al. 2006; Hvidberg et al. 2005; Kristiansen et al. 2001). The heme-containing complexes are then safely processed by proteolysis and by heme-oxygenase-1, which converts heme-iron into free iron, carbon monoxide, and biliverdin; these latter two products also exert protective anti-inflammatory and antioxidant functions.

Having now described the basic mechanisms that exist to maintain cellular and systemic iron homeostasis, the chapter will move to consider how infections alter iron trafficking and the role of iron in immune responses.

### 13.3 REGULATION OF IRON HANDLING BY THE ACUTE-PHASE RESPONSE

The recognition of infection by innate immune sensors (toll-like receptors, NOD-like receptors, and other sensors of viral infections) leads to a rapid release of soluble mediators of inflammation including a range of cytokines. This rapid change in gene expression and secretion of powerful signaling factors is known as the acute-phase response. The cytokines involved bind to cellular receptors triggering expression of a battery of proteins that regulate multiple processes aimed at clearing infection and dealing with tissue damage associated with infection. Included within the genes that are regulated by inflammatory processes are several key components of the machinery that governs iron homeostasis (Ganz and Nemeth 2015). Notably hepcidin, ferritin, haptoglobin, hemopexin,
and lipocalin-2 (see below) are all induced during the acute-phase response, while expression of ferroportin and transferrin is decreased. This combination maximizes the sequestration of iron away from invasive microbes (especially blood-borne bacteria) and severely decreases serum iron levels. Indeed, the “hypoferremia of infection” has been recognized since the 1940s (Cartwright et al. 1946a, b). The rapid increase in hepcidin—for example observed in humans experimentally challenged with typhoid infection (Darton et al. 2015)—coupled with the decrease in ferroportin expression—due to both the effect of hepcidin on ferroportin protein and the effect of inflammation suppressing transcription of the ferroportin gene (Drakesmith, Nemeth, and Ganz 2015; Liu et al. 2005; Guida et al. 2015)—results in a trapping of iron in macrophages. The continued consumption of iron by tissues, especially by the bone marrow, causes an acute scarcity of iron in the serum, so that transferrin saturation can fall below 5%. The concomitant increase of iron levels in macrophages may be, in part, why many types of pathogen target this cell type, and some are even obligate macrophage-tropic, for example *Mycobacterium tuberculosis*. As a result, macrophage-tropic pathogens in general are able to source iron from within this cell type even if the iron is sequestered within ferritin—for example *M. tuberculosis* has multiple iron-acquisition systems including heme uptake, transferrin binding, and siderophore utilization (Fang et al. 2015).

Siderophores are small molecules synthesized and secreted by bacteria that have very high affinity for iron and act to scavenge iron from the locale of the infection (Neilands 1995). Bacteria also encode mechanisms that export iron-free siderophores and capture siderophore-iron complexes that are then internalized and used as a source of iron. A well-studied example of a siderophore is entero-bactin, which is made by several types of gram-negative bacteria including *E. coli* (Annamalai et al. 2004; Raymond, Dertz, and Kim 2003). However, enterobactin (and other siderophores such as carboxymyco-bactin) is rendered inactive by a component of human serum, lipocalin-2 (also known as 24p3, siderocalin, NGAL, or uterocalin), which binds to siderophore-iron complexes with a higher affinity than the bacterial siderophore receptor machinery (Goetz et al. 2002; Holmes et al. 2005). Expression of lipocalin-2 is induced by signaling downstream of toll-like receptor 4 binding of bacterial lipopolysaccharide, so that the presence of bacteria that use enterobactin is detected (because lipopolysaccharide is a component of gram-negative bacterial outer membranes), and the enterobactin-neutralizing activity of lipocalin-2 is mobilized (Flo et al. 2004). The importance of this defense mechanism is revealed by mice lacking the gene encoding lipocalin-2, which are susceptible to infection with enterocalin-utilizing strains of *E. coli*, while wild-type mice resist infection (Flo et al. 2004). Notably, some pathogens have responded to this defense mechanism by altering siderophore chemistry to resist binding by lipocalin-2. Salmochelins are siderophores used by *Salmonella* and are similar to enterobactin but modified by glucosylation, which enables escape from lipocalin-2 capture (Fischbach et al. 2006; Hantke et al. 2003; Muller, Valdebenito, and Hantke 2009). Other pathogens (for example *Bacillus*, *Mycobacteria* sp.) also use siderophores that are not sequestered by lipocalin-2 (Abergel et al. 2006; Fang et al. 2015). This specific strategy of evasion of host iron-restriction by lipocalin-2, along with other novel and emerging functions of siderophores, may be an important contributor to the pathogenicity and virulence of a bacterial infection (Holden and Bachman 2015).

### 13.4 HOW IMPORTANT IS IRON TRAFFICKING DURING INFECTIONS?

The information above describes how iron homeostasis is normally maintained and how iron trafficking is altered during the inflammatory response to infections. But what is the evidence that host control of iron is important for the outcome of infections in humans?

#### 13.4.1 Genetic Evidence

If control of iron handling is important for defense against infection, one might expect (1) there is evidence for positive selection at the genomic level for alterations in genes that control iron
transport, and (2) that genetic disorders of iron metabolism are associated with increased susceptibility to infections.

Evidence in support of both concepts is available. Host genes that are important for the immune response to infection can exhibit the hallmarks of positive selection. One manifestation of this is increased diversification; on the DNA level a proportional increase in nonsynonymous substitutions relative to neutral sites is detected. Sequence analysis can reveal specific regions or “hotspots” within proteins that have been selected by evolution and that may be critical for functionality during immunity (Daugherty and Malik 2012). The iron-binding protein transferrin was discovered in the 1940s, and was initially characterized by its ability to withhold iron from, and so inhibit the growth of, bacteria in culture broth (Schade and Caroline 1946). Recently the transferrin protein was shown to have been subjected to positive selection both across hominid genomes and within the standing human allele variants (Barber and Elde 2014). Transferrin binds iron with a high affinity so that “free” iron in serum is kept to an absolute minimum—the basis of the bacteriostatic effect noted by Schade and Caroline. However, Neisseria and Haemophilus bacteria encode their own transferrin-receptor protein complex (including the TbpA [transferrin-binding protein A] component) that scavenges iron from the host (Noinaj, Buchanan, and Cornelissen 2012). Transferrin gene orthologs from 21 hominid species, including humans, gorillas, chimpanzees, and Old and New World monkeys were sequenced, and 18 rapidly evolving sites were identified, 16 of which were located within the area of transferrin that binds to bacterial TbpA proteins. Using a solved-crystal structure of the TbpA:transferrin complex (Noinaj et al. 2012), it was apparent that 14 of these 16 sites localized to the interface between the bacterial and mammalian proteins, whereas only one site is in the area where transferrin contacts the mammalian transferrin receptor. Further analysis showed that alterations of amino acid residues at positions 589 and 591 of transferrin could completely control whether a bacterial TbpA could bind the transferrin or not (Barber and Elde 2014), with amino acid variation at position 591 being the most common alleles in humans. Reciprocal analysis of variation of bacterial TbpA genes showed that areas of rapid diversification mapped to the interface with mammalian transferrin (Barber and Elde 2014). Thus, a picture emerges of continual selection over recent evolutionary time of transferrin variants that evade capture by pathogenic bacteria, presumably conferring a survival advantage, with bacterial TbpA proteins undergoing counterselection to reacquire the iron source needed for growth and proliferation (Armitage and Drakesmith 2014).

The iron-overloading disorder hereditary hemochromatosis is caused by mutations in genes that control hepcidin synthesis (or very rarely in hepcidin itself). The most common mutations are in the HFE gene, and HFE mutants are common in Caucasian populations, although the penetrance of the mutations is variable and usually low, so that frank hemochromatosis is relatively infrequent (Pietrangelo 2010). Taken as a whole, patients with hemochromatosis are not markedly more predisposed to infections in general. However, there is likely an enhanced susceptibility to infections with “siderophilic” bacteria that thrive in high-iron environments, particularly Vibrio vulnificus (Barton and Acton 2009). Experimental analysis (described below) confirms a strong interaction of iron availability and pathogenicity of V. vulnificus. Other infections in hemochromatosis patients have been noted, a striking case being that of a fatal sepsis of a researcher using an “attenuated” strain of Yersinia pestis. This strain was thought to be relatively safe and unable to cause pathogenic infections in humans; the researcher using this bacteria was posthumously identified as harboring mutations in HFE and exhibited iron overload, and was presumed to have untreated hemochromatosis (Frank, Schneewind, and Shieh 2011). The attenuation of the Y. pestis strain was due to deletions in regions of the genome that encode high-affinity iron-uptake mechanisms (Carniel 1999; Parkhill et al. 2001); without these genes, the bacterial strain is unable to acquire iron from its host—however, this defect in the organism appears to have been complemented by the HFE mutations in the infected individual with fatal consequences. This singular case report (Frank, Schneewind, and Shieh 2011) highlights that iron availability can be critical in determining the outcome of infections.
13.4.2 Experimental Evidence

The importance of host control of iron in response to infections has been further demonstrated by experimental analysis of *V. vulnificus* infections in mice (Arezes et al. 2015). In wild-type mice, *V. vulnificus* infection induces a rapid increase in hepcidin levels and a drop in serum iron. *V. vulnificus* requires high levels of serum iron in order to thrive; iron levels that oversaturate available binding sites on transferrin generate nontransferrin-bound iron (NTBI), and in the presence of NTBI, *V. vulnificus* proliferates exponentially with a doubling time of less than 15 minutes. The hypoferremic response in wild-type mice prevents acquisition of iron by *V. vulnificus*, and in general these mice survive and clear the infection. However, mice lacking the *Hamp1* gene that encodes hepcidin have very high serum iron including NTBI, fail to mount a strong hypoferremic response to *V. vulnificus*, and rapidly succumb to this infection within a few days or less (Arezes et al. 2015). This remarkable susceptibility to *V. vulnificus* of hepcidin-deficient mice can be almost entirely reversed by “minihepcidins,” supraphysiological derivatives of hepcidin that induce hypoferremia (Preza et al. 2011), demonstrating that induction of hepcidin functionality during the acute response to *V. vulnificus* is necessary and sufficient for the containment of the infection (Arezes et al. 2015).

Further work must investigate the requirement for hepcidin in defense against other infections. The liver stage of *Plasmodium* infection is suppressed by increased levels of hepcidin, likely through decreasing hepatocyte iron levels (Portugal et al. 2011), but the effect on blood-stage malaria is not yet clear. There is conflicting evidence on the role and importance of hepcidin in murine models of *Salmonella* infection (Fang and Weiss 2014), with some investigations indicating that antagonism of hepcidin may be protective against infection, perhaps because iron levels will be lower in macrophages when hepcidin levels are low, so that growth of *Salmonella*, which targets this cell type, will be relatively inhibited (Kim et al. 2014; Nairz et al. 2007). However, in opposition to this idea, in mice entirely lacking *Hamp1* expression, susceptibility to *Salmonella* appears to be increased (Yuki et al. 2013); resolving the differences between the various studies of hepcidin–*Salmonella* interactions may not be straightforward. The effect of hepcidin deficiency or hepcidin overexpression in vivo on *M. tuberculosis*, another key macrophage-tropic pathogen, also needs further exploration, with mechanistic experiments investigating the effect of hepcidin/ferroportin activity in isolated infected cells (Olakanmi, Schlesinger, and Britigan 2007; Sow et al. 2007).

In sum, currently the importance of hepcidin induction and subsequent iron redistribution for protection against blood-dwelling siderophilic pathogens is clear, but the role of hepcidin in protection against other infections requires further investigation. Such ongoing mechanistic studies are warranted by longstanding and continuing observations in humans that changes in iron status can have profound effects on the frequency and severity of globally important infectious diseases.

13.5 Effect of Iron Supplementation on Infections in Humans and Implications for Global Health

13.5.1 Iron Supplementation and Infection—The Background

Iron deficiency and iron-deficiency anemia are held to be highly prevalent nutritional disorders worldwide, especially affecting infants and pregnant women (Lopez et al. 2015). The precise effects of iron deficiency on health at various ages are a matter of debate but fatigue, growth retardation, immune and cognitive impairment, and at a population level, poor socioeconomic performance, may be associated with low iron status and anemia (Lopez et al. 2015; Pasricha et al. 2013). To combat these effects, iron supplementation in various forms has been commonly used worldwide for many decades. Iron during pregnancy has been shown to improve maternal, neonatal, infant, and longer-term child outcomes. The benefits of iron supplementation to children are not so clear and require further definition (Pasricha et al. 2013).
One of the reasons that the desirability of iron supplementation is debated, particularly “universal” iron supplementation where iron is given to an entire age group in an area in which anemia is endemic, is because of many reported links between iron supplementation and infectious disease. This link is presumed to be because pathogen growth is stimulated by increased iron availability (Cassat and Skaar 2013; Cross et al. 2015). The first such associations were reported by Armand Trousseau more than 130 years ago, in which it appears that latent (or relatively inactive) tuberculosis was reactivated in two young women given iron-containing solutions (“ferruginous remedies”) with fatal consequences (Trousseau 1872). In the 1970s, a study amongst Somali nomads suggested that oral iron could exacerbate malaria, and an increase in fevers and in excretion of Schistosoma eggs were also observed (Murray et al. 1978). Up until the early 2000s, many other studies had been conducted in which infectious disease incidence or severity was examined in the context of iron supplementation. But variations in age group studied, form of iron given, time scale of the study, location of the study (e.g., in malarious or nonmalarious areas), and nature of the study and of controls meant that drawing clear, generalizable conclusions was extremely difficult (Oppenheimer 2001). Nevertheless, even at this time there was already an indication that for malaria, iron deficiency may be mildly protective and that iron supplementation carried some risks (Oppenheimer 2001). These two propositions have been more closely examined in recent years.

### 13.5.2 The Iron–Malaria–Anemia Conundrum

A large randomized trial of iron supplements conducted on 24,000 infants on the malaria-endemic Tanzanian island of Pemba had to be prematurely stopped because of a statistically significant increase in the number of cases of malaria and mortality in the children receiving iron and folic acid (Sazawal et al. 2006). The results from this one trial, which had an enormous sample size and analytical power compared to previous studies relating iron to infection, have had important consequences for global health (Schumann and Solomons 2013). As stated previously, anemia is a major global health concern, and decreasing the prevalence of anemia worldwide has proved to be very challenging (Kassebaum et al. 2014). Iron is a cheap nutrient in that its abundance enables relatively cheap manufacture, and this has perhaps been an encouragement for deploying iron-containing supplements at high doses (up to 200 mg per day as an oral dose, when the limit for intestinal absorption is usually in the low tens of milligrams per day) to large swathes of populations worldwide. The results of the Pemba trial have necessitated rethinking of global iron supplementation policies that has yet to be adequately resolved (Raiten 2015). Subsequent trials have in part confirmed, but some have refuted, the effect of iron supplementation on exacerbation of malaria (Mwangi et al. 2015; Prentice, Verhoef, and Cerami 2013; Zlotkin et al. 2013). Consequently, the overall picture remains complex, particularly with respect to the variation of risk-benefit balance for providing iron to children or pregnant women with mild versus severe iron deficiency in areas of high or low malaria burden. Moreover, evidence has accumulated indicating that iron deficiency is likely mildly protective against malaria in children and perhaps also in pregnant women (Spottiswoode, Duffy, and Drakesmith 2014; Gwamaka et al. 2012; Kabyemela et al. 2008). Iron-deficient erythrocytes appear to be relatively resistant to Plasmodium falciparum infection, but this effect is reversed by iron supplementation at least in part because iron-stimulated erythropoiesis increases the number of immature erythrocytes that are the preferential target for P. falciparum merozoites (Clark et al. 2014). Therefore, a conundrum exists whereby iron deficiency is common and undesirable but may protect against malaria, whereas treating iron deficiency has hematological benefit but confers susceptibility to infection. Solutions to this problem may lie in focusing more on antimalarial provision (especially as malaria is itself a major cause of anemia and can coexist with iron deficiency) than on blanket iron supplementation policies, and in targeting iron more effectively to individuals and populations who are most likely to benefit from it (Spottiswoode, Duffy, and Drakesmith 2014). Targeting could be via providing iron during the dry season when malaria infection is less likely (Atkinson et al. 2014), or a
screen-and-treat approach in which a “need iron” serum marker is rapidly assessed and used to guide supplementation—hepcidin is just such a candidate serum marker currently under investigation (Pasricha et al. 2014).

13.5.3 OTHER EFFECTS OF IRON SUPPLEMENTATION/ADMINISTRATION

It must be noted also that deleterious effects of iron supplementation are not limited to exacerbating malaria. Other infections have been shown to be associated with increased iron, for example respiratory infections as found in a large trial of iron-containing multiple micronutrient powders in a nonmalarious area of Pakistan (Soofi et al. 2013). Gastrointestinal disorders are also often recorded as being increased in the context of oral iron. This has been observed especially in populations in which pathogenic microflora are already present in the intestine; such bacteria then appear to outgrow barrier protective microbiota leading to intestinal inflammation and bloody diarrhea (Zimmermann et al. 2010; Jaeggi et al. 2015). The barrier bacteria include lactobacilli, which do not require iron to grow, utilizing manganese instead for critical cellular processes; this may be part of the reason why their protective function can be relatively compromised by high iron doses that preferentially favor the growth of iron-requiring pathogenic microflora (Kortman et al. 2012). Therefore, factored into a risk-benefit analysis of iron supplementation must also be potential side effects of altered microbiota profile, which could be directly pathogenic and is increasingly understood to also affect many other physiological processes beyond the intestine itself.

13.6 EVIDENCE THAT IRON IMPACTS IMMUNE CELL FUNCTION

Iron impacts the host immune system as well as infectious organisms and the intestinal microbiota. Individual components of immunity are influenced by iron availability. For example, the neutrophil oxidative burst that is an important component of antibacterial activity is depressed by dietary iron deficiency at least in rodent models (Murakawa et al. 1987). Increased iron retention by macrophages impairs interferon-gamma signaling (Weiss et al. 1992). One aspect of the macrophage response to infection with intracellular bacteria such as Salmonella typhimurium is to increase ferroportin transcription so enhancing the microbicidal functions of interferon-gamma at the same time as lowering availability of iron for the resident pathogen (Fang and Weiss 2014). In general, it appears that cell-mediated immunity is more influenced by fluctuations in iron levels than humoral immunity, although this concept requires a great deal of further work, especially in human contexts. In particular, mechanistic analysis of how iron can influence the development, polarization, and resolution of immune responses to human pathogens is mostly lacking.

Nevertheless, recent genetic evidence points to a critical role for cellular iron acquisition in modulating the adaptive immune response in humans. A study found that members of two families with a severe combined immunodeficiency all harbored the same mutation in the gene encoding transferrin receptor 1, causing an amino acid substitution in the cytoplasmic tail of the protein (Jabara et al. 2016). The specific amino acid altered (Tyr20 [in humans] changed to a histidine in patients) is conserved across dozens of vertebrate species and is a critical part of a motif that governs protein recycling between the cell surface (where the transferrin receptor captures transferrin-iron) and the endosomal compartments (where iron is liberated and is transported into the cytoplasm). Lymphocytes from patients accumulated more transferrin receptor on the cell surface but were defective at internalizing the protein (Jabara et al. 2016). Intriguingly, the patients were not anemic or had only mildly reduced hemoglobin levels, suggesting that erythrocytic acquisition of iron is not markedly abrogated by the substitution of Tyr20. Instead, patients in the families were highly susceptible to infections despite normal lymphocyte numbers (although there was a reduced number of memory B-cells and occasional neutropenia) (Jabara et al. 2016). T lymphocytes from the patients displayed a suppressed response to mitogens, and B lymphocytes showed both reduced proliferative activity and defective class-switching in vitro. Therefore, the defect in transferrin receptor activity likely acts on adaptive
immune cell function in response to infection, rather than at the stage of lymphocyte development and maturation; however, further characterization of the effect of mutated transferrin receptor on immune function is required. The generation of $Tfrc^{T20H/T20H}$ knock-in mice, which appear to mostly recapitulate the patients’ phenotype (Jabara et al. 2016), should help with this objective.

13.7 SUMMARY AND PERSPECTIVES

The importance of iron as a key nutrient in the context of immunity and infection has become more apparent over time. The recent discoveries of positive selection of transferrin during evolutionary timescales to generate variants capable of escaping bacterial capture (Barber and Elde 2014), and of severe immunodeficiency caused by a mutation in transferrin receptor (Jabara et al. 2016), show how genetic investigations have confirmed longstanding clinical and experimental observations of the impact of iron on infectious disease. The mechanistic dissection of iron homeostasis over the past 10 years, especially the identification of hepcidin as the master regulator of iron homeostasis, have enabled more precise molecular studies of how hosts regulate iron traffic during infections. The challenge is to use the basic knowledge gained to generate new strategies to combat disease. In the era of increasing antibiotic resistance, manipulating iron transport to decrease iron availability to iron-sensitive pathogens is an attractive idea. Newly available tools such as minihepcidins and hepcidin antagonists that alter whole-organism homeostasis may be of use in certain circumstances (Arezes et al. 2015; Schwoebel et al. 2013; van Eijk et al. 2014); further iterations that more specifically target iron trafficking by cell-types (hepatocytes, macrophage subsets, and lymphocytes), which harbor specific pathogen types, may be worth investigating.

Many areas of how iron availability influences the generation and polarization of immune responses are unexplored, but given that progression of T-cell responses is characterized by striking metabolic reprogramming and sensitivity to nutrients (Blagih et al. 2015; Slack, Wang, and Wang 2015), it is at least possible that variations in iron availability could influence the efficacy of adaptive immunity; such effects may underlie the severe phenotype of the transferrin receptor mutant patients described above (Jabara et al. 2016). Should iron influence generation of immune responses in a clear and well-understood manner, vaccination strategies might benefit from appurtenant manipulation of iron availability.

Lastly, the global health problems of iron deficiency and anemia remain challenging in the extreme, but here again there may be opportunities to use the information gleaned from studying hepcidin, iron transport, and infection to design new approaches of diagnosing and redefining individuals and populations not as “iron-deficient” but as “in need of and able to utilize iron.” This distinction may be critically important if the exacerbation of infection and gastrointestinal adverse effects that can be caused by iron are to be avoided, while ensuring that deficits in iron are effectively treated.
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Selenium as a Regulator of Inflammation and Immunity

Aaron H. Rose and Peter R. Hoffmann

14.1 INTRODUCTION

The element selenium was discovered in 1817 by the Swedish chemist, Jöns Jakob Berzelius. The first descriptions of this element in relation to human health involved its role as a toxin that caused neurological defects at high doses (Oldfield 2006). The beneficial effects of selenium were not described until the latter half of the twentieth century, when it became evident that selenium was essential for the health of laboratory animals and livestock (Schwarz and Foltz 1957; Patterson, Milstrey, and Stokstad 1957; Muth et al. 1958). These findings were extended to human health as selenium was subsequently recognized to be important for preventing diseases including Keshan disease (Ge et al. 1983), Keshan-Beck disease (Yao, Pei, and Kang 2011), and myxedematous endemic cretinism (Contempre, Vanderpas, and Dumont 1991). Over the past several decades, there have been a multitude of studies of animals and humans showing both beneficial and detrimental effects of altering selenium intake in humans. The effects of dietary selenium on inflammation and immunity have mostly been studied in cell culture systems and animal studies, although there have been some limited investigations in humans as well (Huang, Rose, and Hoffmann 2012). The benefits of increasing levels of selenium intake mainly apply to individuals with low baseline selenium status, while supplementation of diets to pharmacological levels of selenium has not demonstrated much increase in immune system function (Hoffmann and Berry 2008). These varying results highlight the multiple ways in which inflammation and immunity may be impacted by selenium status. Determining specific mechanisms by which selenium intake regulates inflammation and immunity has been a major challenge due to the wide variety of effects exerted by this micronutrient. In this chapter, the current understanding of the effects of selenium on immunity will be discussed as well as mechanisms through which selenium exerts its biological effects on the immune system and tissues that drive inflammation.
14.2 DIETARY SOURCES OF SELENIUM AND ITS METABOLISM

Humans acquire selenium exclusively through diet, and a wide variety of foods can serve as sources of selenium. These include foods from plants and animals, and they can all differ in selenium content as the soils and waters in different geographical regions may differ in selenium content. Thus, selenium enters the body through the consumption of grains, vegetables, legumes, nuts, meats, seafoods, and other foods (National Institutes of Health 2013). The main selenocompound in plants is selenomethionine, but also present are selenate, selenite, selenocysteine, dimethyl diselenide, and others. Animal tissues mainly contain selenocysteine, selenomethionine, selenotrisulfides of cystine, selenate and selenite (Navarro-Alarcon and Cabrera-Vique 2008). The major form of selenium ingested by humans is selenomethionine. Absorption of Se into duodenum capillaries is efficient and is not regulated. More than 90% of selenomethionine is absorbed by the same mechanism as methionine itself (Navarro-Alarcon and Cabrera-Vique 2008). Although less is known about selenocysteine absorption, it appears to be absorbed very well. Selenate is absorbed almost completely, but a significant fraction of it is lost in the urine before it can be incorporated into tissues. Excretion of excess selenium in urine is also a mechanism by which selenium levels are regulated in the body (Navarro-Alarcon and Cabrera-Vique 2008). Interestingly, organic and inorganic selenium compounds are metabolized and eliminated in human urine differently (Jager, Drexler, and Goen 2016). The kidneys play a key role in maintaining proper selenium homeostasis by scavenging selenium in glomerular filtrate via megalin receptor-mediated uptake of the key selenium

![Diagram](https://example.com/diagram.png)

**FIGURE 14.1** Selenoprotein synthesis involves assembly of Sec-tRNA and insertion of selenium into polypeptide by SECIS/SBP2/EFsec coded by UGA on the mRNA.
transporter, selenoprotein P. The major urinary selenium metabolites are selenosugars (Francesconi and Pannier 2004).

Within cells, various forms of selenium are ultimately shunted into the pathway shown in Figure 14.1 that leads to synthesis of a very special amino acid, selenocysteine. Selenocysteine has a structure similar to cysteine, hence the name. However, the precursor to selenocysteine in the synthesis pathway is the amino acid serine provided by seryl-tRNA synthetase. The details of selenocysteine synthesis and its incorporation into newly formed selenoproteins are covered in detail in several excellent reviews (Labunskyy, Hatfield, and Gladyshev 2014; Gonzalez-Flores et al. 2013; Squires and Berry 2008). Selenocysteine is unique among the amino acids in that for its incorporation into proteins during translation, it requires its own dedicated machinery and it uses a stop codon, UGA, as its insertion codon. The ribosomes are the same as those used for other proteins, but the dedicated translational machinery includes a special tRNA called Sec tRNA[Ser]Sec, SBP2, and a selenium-specific eukaryotic elongation factor called eEFSec. This machinery associates with the mRNA for an individual selenoprotein and facilitates the recoding of the UGA stop codon to a selenium insertion codon, thereby allowing uninterrupted polypeptide synthesis to occur on the ribosome.

14.3 THE FAMILY OF SELENOPROTEINS

The complete list of human selenoproteins was revealed with the hallmark paper published by the Gladyshev laboratory in which bioinformatic analyses of the human genome were successfully employed to identify all family members of the selenoproteome (Kryukov et al. 2003). As shown in Table 14.1, this family consists of 25 selenoproteins that all contain the selenium residue as part of their amino acid sequence, and they exhibit a wide range of tissue distribution and functions (Reeves and Hoffmann 2009). Many of the selenoproteins are enzymes such as the glutathione peroxidases, thioredoxin reductases, deiodinases, and methionine sulfoxide reductase. Other selenoproteins may or may not function as enzymes, and investigations are ongoing to determine exact physiological roles for all of the family members. Cells of the immune system express many of the selenoproteins and the antioxidant- or redox-regulating roles they play seem to be similar to those roles played in nonimmune cells. It must be noted that in addition to the selenoproteins, small-molecule selenocompounds also are found in immune cells, and these affect cell functions such as DNA repair and other less-known processes.

14.4 SELENIUM STATUS AND BIOMARKERS

Like many other nutrients, the health benefits of increasing selenium intake follow a U-shaped curve (Figure 14.2). An absence of dietary selenium and/or selenoproteins during development is lethal (Bosl et al. 1997). Raising levels of selenium intake from 0 μg/day increases the health status of an individual, but low selenium status may still impact several physiological processes. At the other end of the spectrum is the effects of extremely high selenium intake (300–800 μg/day) that can lead to a variety of negative health outcomes, and reducing intake to safe levels will reduce those effects (Vinceti et al. 2001). The optimal part of the U-shaped curve is not defined, particularly for immune responses. The data available suggest that individuals with marginally low selenium status will have relatively low selenoprotein expression and this can lead to suboptimal immune responses (Huang, Rose, and Hoffmann 2012).

To determine selenium status of an individual, one can collect different types of samples including toenails, hair, tissue, blood, or urine. Toenail selenium level is recognized as a reliable biomarker reflecting long-term selenium status (Hunter et al. 1990), and is often used for population-based studies. For individuals, most commonly the plasma is sampled and can be analyzed for total selenium by mass spectrophotometry, for individual selenoprotein levels, or selenoenzyme activity (Combs 2015). The recommended daily intakes for each country are based on the amount needed to maximize activity of the selenoprotein plasma glutathione peroxidase. However, there is
TABLE 14.1
Selenoproteins with Their Abbreviations and Functions

<table>
<thead>
<tr>
<th>Selenoprotein</th>
<th>Abbreviation</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cytosolic glutathione peroxidase</td>
<td>GPX1</td>
<td>Reduces cellular $H_2O_2$. GPX1 knockout is more susceptible to oxidative challenge. Overexpression of GPX1 increases risk of diabetes. KO of GPX1 and 2 leads to spontaneous colitis.</td>
</tr>
<tr>
<td>Gastrointestinal glutathione peroxidase</td>
<td>GPX2</td>
<td>Reduces peroxide in gut. GPX1/GPX2 double knockout mice develop intestinal cancer, one allele of GPX2 added back confers protection. KO of GPX1 and 2 leads to spontaneous colitis.</td>
</tr>
<tr>
<td>Plasma glutathione peroxidase</td>
<td>GPX3</td>
<td>Reduces peroxide in blood. Important for cardiovascular protection, perhaps through modulation of nitrous oxide levels.</td>
</tr>
<tr>
<td>Phospholipid hydroperoxide glutathione peroxidase</td>
<td>GPX4</td>
<td>Reduces phospholipid peroxide. Genetic deletion is embryonic lethal; GPX4 acts as crucial antioxidant, and sensor of oxidative stress and proapoptotic signals.</td>
</tr>
<tr>
<td>Olfactory glutathione peroxidase</td>
<td>GPX6</td>
<td>Age-related expression. Modulates toxicity in Huntington’s disease.</td>
</tr>
<tr>
<td>Thioredoxin reductase Type I</td>
<td>TrxR1, Trxrd1, TR1</td>
<td>Localized to cytoplasm and nucleus. Genetic deletion is embryonic lethal. Regenerates reduced thioredoxin; controls glucose-derived $H_2O_2$.</td>
</tr>
<tr>
<td>Thioredoxin reductase Type II</td>
<td>TrxR2, Trxrd2, TR2</td>
<td>Localized to mitochondria. Genetic deletion in mice is embryonic lethal, but TXNRD2-deficiency in humans leads to glucocorticoid deficiency.</td>
</tr>
<tr>
<td>Thioredoxin reductase Type III</td>
<td>TRxR3, Trxrd3, TR3, TGR</td>
<td>Testes-specific expression.</td>
</tr>
<tr>
<td>Deiodinase Type I</td>
<td>D1, DI01</td>
<td>Important for systemic active thyroid hormone levels.</td>
</tr>
<tr>
<td>Deiodinase Type II</td>
<td>D2, DI02</td>
<td>Important for local active thyroid hormone levels.</td>
</tr>
<tr>
<td>Deiodinase Type III</td>
<td>D3, DI03</td>
<td>Inactivates thyroid hormone.</td>
</tr>
<tr>
<td>Selenoprotein H</td>
<td>Sel H</td>
<td>Nuclear localization, involved in transcription. Essential for viability and antioxidant defense in Drosophila.</td>
</tr>
<tr>
<td>Selenoprotein I</td>
<td>Sel 1, hEPT1</td>
<td>Transmembrane protein involved in phosphatidylethanolamine biosynthesis.</td>
</tr>
<tr>
<td>Selenoprotein K</td>
<td>Sel K</td>
<td>Transmembrane protein localized in ER and involved in calcium flux in immune cells. Also associated with ER associated degradation.</td>
</tr>
</tbody>
</table>

(Continued)
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There is a growing debate over the use of plasma glutathione peroxidase activity as a basis for setting selenium requirements, and other biomarkers like plasma selenoprotein P have been suggested as superior biomarkers. Selenoprotein P has been shown to exhibit a better response to different dietary forms of selenium and a higher plateau with increasing selenium intake (Hurst et al. 2010; Xia et al. 2010).

### 14.5 EFFECTS OF SELENIUM ON DIFFERENT IMMUNE CELLS

There are many effects of selenium on immune cells (Figure 14.3). As this figure shows, cell lineages throughout the hematopoietic system rely on selenium for proper functioning.

Macrophages are one type of immune cell for which the effects of selenium have been well studied. Selenium metabolites, as well as the different selenoproteins, can have significant effects on macrophage activation, differentiation, and effector functions. Low selenium status can reduce phagocytic capacity, superoxide production, and cytokine secretion by macrophages.
Se deficiency (associated disease outcomes)
- Keshan disease
- Male infertility
- Potential of increased risk of infection with:
  - HIV, Hep C, polio,
  - West Nile virus, Tuberculosis
  - L. monocytogenes, H. bakeri
  - Inflammatory Bowel Disease

Se toxicity (associated disease outcomes)
- Increased cancer growth
- Se toxicity

**FIGURE 14.2** The relationship between selenium intake and health outcomes.

### The Effect of Dietary Selenium Status on Specific Immune Cells

<table>
<thead>
<tr>
<th>Immune Cell</th>
<th>Effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Erythrocyte</td>
<td>More than 95% of blood Se is contained in red blood cells and therefore red blood cell GPx activity has been considered as a potentially valuable intermediate time frame (cell lifespan of around 150 days) assessment tool of overall Se status.</td>
</tr>
<tr>
<td>Platelets</td>
<td>Similarly to red blood cells, platelet GPx activity may be useful as an assessment tool of overall Se status but for a much shorter timeframe (5–9 days).</td>
</tr>
<tr>
<td>Monocyte</td>
<td>Se status has significant effects on macrophage activation, differentiation, and function. Some studies have shown that insufficient Se leads to greater inflammatory activation and nitric oxide production through NFkB signaling, while higher levels of selenium shifts macrophages to an M2 inflammation resolving phenotype through PPARγ signaling</td>
</tr>
<tr>
<td>Basophil</td>
<td>Se status and the function of basophils has not been investigated in depth and is an important cell population for future studies.</td>
</tr>
<tr>
<td>Mast Cell</td>
<td>Mast cell mediators, which are intimately involved in allergy and asthma, may be decreased in cells supplemented with Se and this may help to account for some of the observed relationship between selenium status and asthma.</td>
</tr>
<tr>
<td>Neutrophil</td>
<td>Neutrophils, in Se deficient rat studies, have been shown to produce less oxidative burst. However, the opposite results have been found in chickens. In human studies Se deficiency has been correlated with greater oxidative stress, due in part to neutrophil ROS production.</td>
</tr>
<tr>
<td>T Cell</td>
<td>Se can effect the differentiation of T-cells to Th1 or Th2 phenotypes. Higher Se shifts toward TH1 while lower Se shifts toward Th2. In mice, high levels of dietary Se increased T-cell function and proliferation.</td>
</tr>
<tr>
<td>B Cell</td>
<td>Both low and high dietary Se levels have been shown to decrease B-cells in mice, while in humans increased Se has produced greater numbers of circulating B-cells.</td>
</tr>
<tr>
<td>NK Cell</td>
<td>NK cells are involved in clearing cancerous cells. Multiple studies have demonstrated that selenium in various forms can alter the expression of surface proteins on cancer cells that control the response of NK cells. Generally higher levels of selenium have been shown to enhance NK cell detection of cancer.</td>
</tr>
</tbody>
</table>

**FIGURE 14.3** The development of different cells of the immune system and the effects of selenium (Se) on their functions.
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(Safir et al. 2003). At the level of DNA, selenium status can also affect macrophage biology. An interesting study by the Prabhu laboratory showed that selenium controls epigenetic modulation of proinflammatory genes in macrophages (Narayan et al. 2015). Selenium can also affect how arachidonic acid is metabolized into lipid mediators in macrophages, affecting both the macrophages themselves and other target cells (Gandhi et al. 2011). Upon activation, macrophages differentiate into different phenotypes that include inflammatory (M1) and anti-inflammatory (M2) types. Studies with mouse macrophages suggest that selenium supplementation leads to endogenous activation of the PPARγ-dependent switch from M1 to M2 phenotype in the presence of IL-4, possibly affecting pathways of wound healing and inflammation resolution (Nelson, Lei, and Prabhu 2011). Related to this, low selenium status can affect nitric oxide production through the enzyme iNOS (Prabhu et al. 2002). Finally, macrophages deficient in selenoprotein synthesis did not show the same defects as selenium-deficient macrophages, but were impaired in regulating extracellular matrix–related gene expression related to their ability to navigate through tissues (Carlson et al. 2010). Thus, the small molecular selenocompounds that are still present in the selenoprotein-deficient macrophages may be important for many macrophage functions.

Other innate immune cells rely on adequate selenium supply for carrying out functions during immune responses. For example, neutrophils from selenium-deficient rats exhibited reduced oxidative burst compared to neutrophils from controls (Baker and Cohen 1983). However, other functions may be more resistant to changes in selenium, such as phagocytosis or degranulation (Baker and Cohen 1984). In humans, there is some evidence to suggest that subjects with a lower serum selenium concentration may be exposed to a greater chronic oxidative stress due to neutrophil ROS production (Lee et al. 2011). Mechanistic studies have shown that increased selenium appears to provide a protective effect in neutrophils from patients with polycystic ovary syndrome against oxidative stress and calcium entry through modulation of TRPV1 calcium channels (Lee et al. 2011). Dendritic cells are also affected by redox status and selenium almost certainly affects their function, but limited data are available regarding these effects. One study showed that a selenium-containing compound, ebselen, reduced activation capacity of dendritic cells when T-cells were present (Matsue et al. 2003). Mast cell mediator release was decreased with supplementation of selenium in the culture medium, although the physiological relationship to doses used was not fully illustrated (Safaralizadeh et al. 2013).

T-cells are a crucial member of the adaptive immune system, and selenium levels as well as expression levels of individual selenoproteins can impact the ability of these cells to properly function. Selenium had a protective effect on T-cells when mice were challenged with a potent myotoxin compared to other nutrients like vitamin E (Salimian et al. 2014). The differentiation of CD4+ T helper cells into effectors like T helper 1 or 2 (Th1 or Th2) cells may be impacted by levels of selenium intake, and this can affect how the immune system is directed toward fighting certain infections or give rise to allergic reactions. In mice, higher selenium intake biased the differentiation of naive T helper cells into Th1 cells and away from Th2 cells (Hoffmann et al. 2010). Several aspects of activation of naive CD4+ T-cells were enhanced by increasing dietary selenium in mice, including calcium mobilization, oxidative burst, translocation of nuclear factor of activated T-cells, and proliferation. This is consistent with studies in mice deficient for selenoprotein expression in T-cells, where T-cell proliferation and T-cell–dependent antibody responses were reduced (Shrimali et al. 2008). B-cells appear to be affected differently from T-cells in relation to selenium status (Cheng et al. 2012): while T-cell function was enhanced, the total numbers of peripheral B-cells decreased in both the selenium supplemented and the selenium-deficient mice. These results are not in line with data from a study showing that in human males, selenium supplementation produced greater numbers of circulating B-cells (Hawkes, Kelley, and Taylor 2001). The exact role of selenium status in B-cell function remains to be determined.
14.6 SELENIUM, IMMUNITY, AND CANCER

Early animal studies showed very promising results for selenium supplementation in exerting antitumor effects (Yan et al. 1999; Ankerst and Sjogren 1982). These were followed by positive findings in humans receiving selenium supplementation leading to reduced cancer (Clark et al. 1996; Comstock, Bush, and Helzlsouer 1992). However, other studies have not supported a beneficial role of selenium supplementation in preventing different types of cancer (Rose et al. 2014; Lippman et al. 2009; Klein et al. 2011). A potential reason for these different findings may be that selenium has different effects on different stages of cancer. For example, higher levels of selenium within tissues and cells may benefit the DNA-repair process and help prevent carcinogenic processes. However, once tumorigenesis has occurred, higher levels of selenium may increase the rate of progression of tumors (Bera et al. 2013). Interestingly, the different forms of selenium that are ingested or are metabolized after ingestion can have different effects on cancer (Ip 1998; Chen et al. 2013). Compounds such as methylseleninic acid show greater uptake and metabolic activity for the production of methylselenol (CH3SeH), a major anticancer selenium metabolite, but are unstable; therefore these advantages may be countered by their instability in vivo (Ip et al. 2000; Suzuki et al. 2008).

Of course, the effects of dietary selenium or selenium supplementation on tumors themselves may be quite different from the immune cells responsible for eradicating those tumors. Like many other types of immune responses, anticancer immunity may be jeopardized with a low selenium diet. One mechanism by which selenium may prevent tumor development was described in a study showing that methylselenol was not only acting directly on cancer cell metabolism but also effective in increasing cell surface expression of NKG2D ligands (Hagemann-Jensen et al. 2014). This is important since expression of NKG2D ligands is induced by stress-associated pathways that occur early during malignant transformation, and this enables the recognition and elimination of tumors by activating the lymphocyte receptor NKG2D.

Another study determined that selenium in the form of selenite induces a posttranscriptional blockade of HLA-E expression on cancer cells (Enqvist et al. 2011). This surface protein normally inhibits the killing function of NK cells by binding to CD94/NKG2A receptors. Some studies have combined selenium with other cancer therapeutics with positive results. Selenium enriched *Bifidobacterium longum* was able to enhance anticancer activity of T-cells and NK cells in H22 tumor–bearing mice (Yin et al. 2014). In another study, mice bearing H22 tumors were treated with polysaccharides from roots of *Astragalus membranaceus* with or without selenium, and the selenium improved the phagocytic function of intra-abdominal macrophages and suppressed M2-like polarization of tumor-associated macrophages (Li et al. 2014). In a small study in human subjects (N = 33), selenium supplementation increased cytotoxic T-cell–driven tumor lysis (Kiremidjian-Schumacher and Roy 2001). However, there is not currently enough evidence to support a therapeutic role for selenium supplementation in all cancer patients.

14.7 SELENIUM AND VIRAL INFECTIONS

Effective antiviral immunity requires effective cell-mediated immunity and in many cases strong neutralizing antibodies produced through the humoral immune response. Selenium status may affect antiviral immune responses, and one study in the United Kingdom involving a small group of human subjects (N = 22) showed that individuals with a low baseline selenium status benefited from supplementation with up to 100 μg/day sodium selenite reflected by increased T-cell responses to poliovirus and by improved poliovirus clearance (Broome et al. 2004). Humoral responses did not seem to improve with supplementation. In selenium deficiency, benign strains of Coxsackievirus and influenza virus can mutate to highly pathogenic strains. Perhaps the best example of this is the altered virulence of Coxsackievirus B3 under conditions of low selenium and its role in Keshan disease (Beck 1997). Keshan disease in parts of China has been shown to be fully preventable with selenium supplementation. Selenium status or deficiencies in specific selenoproteins may affect many other viral infections including influenza, HIV, IAV, hepatitis C virus, poliovirus, and West...
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Nile virus (Steinbrenner et al. 2015). HIV infection is particularly interesting in that selenium status can influence the course of infection, and the infection can affect the selenium status of the individual. For example, there is a direct correlation between a low dietary selenium intake and a 20-fold increase in the risk of developing AIDS in HIV-infected individuals (Baum et al. 1997). Studies have also shown that plasma selenium levels tend to be low in infected individuals and to rise again in populations that are undergoing antiretroviral therapy (ART) with a concurrent suppression of viral titers (de Menezes Barbosa et al. 2015). In a study conducted to examine the correlation between plasma selenium levels and treatment in HIV-positive patients undergoing ART it was shown that there was a positive correlation between plasma selenium concentration, CD8+ T-cell activation, and lower body mass (Hileman et al. 2015). The notion that there may be a beneficial role of selenium for HIV-infected individuals is further supported by evidence showing decreased levels of major selenoproteins in Jurkat T-cells during HIV infection accompanied by an increase in low molecular mass selenium compounds (Gladyshev et al. 1999). However, it remains unclear whether selenium supplementation benefits HIV-infected individuals (Nunnari et al. 2012). Perhaps targeting selenium therapy to individuals who are more likely to be selenium deficient during infection is a more viable approach. In fact, this is being done in places like Rwanda and results from these studies will be informative (Kamwesiga et al. 2011).

14.8 SELENIUM AND BACTERIAL AND PARASITIC INFECTIONS

Selenium deficiency is very likely to have a negative impact on the ability of an individual to fight bacterial or parasitic infections. This is supported by animal studies, such as those showing that low selenium diets led to impaired host innate immune responses against *Listeria monocytogenes* (Wang et al. 2009). Selenium deficiency in mice led to more severe infection with the nematode *Heligmosomoides bakeri* (Smith et al. 2013). Lower selenium status was associated with reduced Th2 responses and lower anti- *H. bakeri* IgG1 production, which both are protective in this infection. Like HIV, tuberculosis infection has been associated with lower selenium status (Kassu et al. 2006). This has led to small intervention studies where micronutrients like selenium have shown potential for supportive therapy in tuberculosis patients (Villamor et al. 2008). This may be due in part to proimmune effects, although attempts to apply micronutrient supplementation that included selenium to tuberculosis infection in Tanzania did not show significant improvements in T-cell mediated responses (Kawai et al. 2014). The boost in selenium may alternatively increase antioxidant selenoenzyme activity that provides beneficial effects for these patients.

Other bacterial infections studied in mice show some promising results. One study involving selenium-enriched probiotics for reducing pathogenic *Escherichia coli* infections showed that antioxidant status improved, immunity was enhanced, and the internal environment of the intestinal tract was modified (Yang et al. 2009). Genetic models in mice have provided some insight into the roles of certain selenoproteins in susceptibility to bacterial infections. For example, mice deficient for both glutathione peroxidase 1 and 2 on some genetic backgrounds (e.g. 129S1/SvImJ) develop spontaneous colitis (Broome et al. 2004). These studies provide evidence to demonstrate the function of GPx1 and GPx2 against *Salmonella typhimmurium* colonization and infection, but whether this is due to defects in immune-system surveillance or gut epithelial homeostasis is unclear. However, there is an adverse effect from enhanced inflammation in GPx2 deficiency with the development of tumors (Krehl et al. 2012).

14.9 SELENIUM AND INFLAMMATORY BOWEL DISEASES

The human inflammatory bowel diseases (IBDs) include Crohn's disease and ulcerative colitis, which both involve chronic inflammation. Human studies have suggested that IBDs are often accompanied by lower serum selenium concentrations, along with reduced antioxidant and increased proinflammatory activities (Nagy, Fulesdi, and Hallay 2013). Encouraging results from animal studies
support the notion that higher selenium intake can lower intestinal damage during IBD and chronic inflammation–induced colon cancer (Kaushal et al. 2014; Barrett et al. 2013). Some of these effects may be attributed to the role that selenoproteins play in regulating macrophage activation and differentiation. In particular, IBD can involve changes in cellular oxidative state coupled with altered expression of selenoproteins in macrophages that drive the switch from a proinflammatory phenotype to an anti-inflammatory phenotype to efficiently resolve inflammation in the gut and restore epithelial barrier integrity (Kudva, Shay, and Prabhu 2015). In addition, selenoprotein P plays a role in regulating oxidative stress and epithelial stem cell functions during IBD (Barrett et al. 2015).

14.10 SELENIUM AND ASTHMA

There has been a long-standing interest in the role of dietary selenium in the development of asthma based on the simplified notion that this multifactorial disease involves increased oxidative stress in the lungs, and selenium may function as a protective antioxidant. In support of this idea, some studies have found asthmatics had lower concentrations of selenium compared with healthy subjects (Guo et al. 2011). Some small intervention studies with antioxidants that included selenium showed improved outcomes for those suffering from asthma. (Guo et al. 2012). However, other studies have not provided supportive data and there appear to be confounding effects of increased selenium on the development or severity of this very complex disease (Norton and Hoffmann 2012; Hoffmann 2012). There have been several promising results in mouse models of asthma suggesting that selenium supplementation may be beneficial for limiting the morbidity caused by this disease (Hoffmann et al. 2007). In another study using cockroach extract as an allergen, a combination of choline chloride, vitamin C, and selenium via the intranasal route reduced airway hyperresponsiveness, inflammation, and oxidative stress (Bansal et al. 2014). This seemed to involve IL-10 production by FoxP3+ cells, and offers one possible therapeutic approach against allergic airway disease.

14.11 CONCLUSIONS

There is an abundance of evidence in animal models and immune cell culture systems to suggest that marginally low selenium status leads to impaired immune responses. There are limited studies involving human subjects, but this notion is generally in agreement where data are available. The benefits of supplementing individuals with selenium to boost immunity may apply mostly to those who have a low baseline selenium status, or in some cases of ongoing HIV-1 infection. The mechanisms by which selenium affects immunity lie in the metabolism of this micronutrient into small compounds and incorporation into selenoproteins. Much more information is needed for a better understanding of these mechanisms in order to selectively and more effectively utilize the therapeutic potential of dietary selenium.
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FIGURE 1.1  Toll-like receptor (TLR) signaling. Individual TLRs initiate overlapping and distinct signaling pathways in various cell types such as macrophages, dendritic cells, and inflammatory monocytes. Engagement of TLRs with their ligands induces conformational changes of TLRs that lead to recruitment of adaptor proteins such as MyD88, TIRAP, TRIF, TRAF, and TRAM. TLR4, TLR5, TLR10, TLR11, TLR12, and TLR13 exist as surface-bound homodimers, while TLR2 can form surface-bound heterodimers with TLR1 or TLR6. TLR3, TLR7, TLR8, and TLR9 are homodimers bound to the endolysosome membrane. All TLRs are capable of activating nuclear factor kappa B (NFkB) and inducing inflammatory cytokine production. Some TLRs also signal to promote production of type-1 interferon (interferon-α). Reproduced with permission from Cayman Chemical Company.
FIGURE 1.2  Hematopoietic stem cell-derived lineages. Pluripotent hematopoietic stem cells differentiate in bone marrow into common lymphoid progenitor cells or myeloid stem cells. Lymphoid stem cells give rise to B-cell, T-cell, and natural killer (NK) cell lineages. Myeloid stem cells give rise to a second level of lineage-specific colony-forming unit (CFU) cells that go on to produce neutrophils and monocytes (granulocyte macrophage [GM]), eosinophils (Eo), basophils (Baso), mast cells (MC), megakaryocytes (Meg), and erythrocytes (E). Monocytes differentiate further into macrophages in peripheral tissue compartments. Dendritic cells (DC) appear to develop primarily from a dendritic cell precursor that is distinguished by its expression of the Flt3 receptor. This precursor can derive from either lymphoid or myeloid stem cells, and gives rise to both classical and plasmacytoid dendritic cells. Classical dendritic cells can also derive from differentiation of monocytoid precursor cells. (Reprinted from *J. Allergy Clin. Immunol.*, 125, Chaplin, D. D. (2010) Overview of the immune response, S3–S23, with permission from Elsevier.)
FIGURE 1.3 Leukocyte–endothelial cell interactions. Leukocyte recruitment is a multistep process involving initial attachment and rolling, tight binding, and transmigration across the vascular endothelium. Steps in leukocyte emigration are controlled by specific adhesion molecules on leukocytes and endothelial cells (see Table 1.3). The various steps of leukocyte emigration are depicted schematically here; interacting pairs of molecules are shown in the same color. The activated endothelium expresses selectins, which when binding to leukocytes initiate a rolling adhesion of leukocytes to the vessel’s luminal wall. Integrins become activated by chemokines and bind to endothelial intercellular adhesion molecules (ICAMs) and vascular cell adhesion molecules (VCAMs), permitting a firmer adhesion. Transmigration across the vascular endothelium may be guided by further adhesive interactions, perhaps involving molecules such as platelet-endothelial cell adhesion molecule (PECAM)-1, which endothelial cells express at intercellular junctions. ESL, E-selectin ligand; HSPG, heparin sulfate proteoglycan; LFA, leukocyte function-associated antigen; PAF, platelet activating factor; PECAM-1 (d1/2), interaction involves immunoglobulin domains 1 and/or 2 of PECAM-1; PECAM-1 (d6), interaction involves immunoglobulin domain 6 of PECAM-1; PSGL, P-selectin glycoprotein ligand; s-Lex, sialyl-Lewisx carbohydrate antigen; VLA, very late (activation) antigen. (Reprinted with permission from Macmillan Publishers Ltd: Laboratory Investigation Muller, W. A. (2002) Leukocyte-endothelial cell interactions in the inflammatory response, 82, 521–533.)
FIGURE 9.1 Summary of the composition of human milk.
FIGURE 17.2 Phospholipid-membrane effects of n-3 PUFA. When highly unsaturated EPA and DHA incorporate into plasma membrane phospholipids, they modify the lateral organization of the lipid bilayer. This results in an alteration in the size/stability of lipid rafts in the plasma membrane, perturbing membrane-regulated signal transduction.
FIGURE 24.1 Summary of the roles of gangliosides related to immune function and inflammation. Gangliosides can derive from de novo synthesis or exogenous intake from the diet. Gangliosides are important components of lipid rafts, which account for a wide range of biological functions; they are involved in glia modulation, inflammation, intestinal immunity, microbiota regulation, systemic immunity, and cancer.
FIGURE 26.1 The interplanetary space environment showing the toxic combination of galactic cosmic radiation (GCR) and (largely) proton radiation due to solar particle events (SPEs). Figure courtesy of NASA/JPL-Caltech.
FIGURE 26.2  Representative image of AHCC-treated lymphocytes. Cells were treated with 50 μg/mL AHCC and are shown at 20 × magnification. Note the morphological changes of lymphocytes from 96 hours to 360 hours posttreatment with AHCC. Cells become adherent and phenotypic changes were observed.
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15.1 INTRODUCTION

In 1869 Raulin was the first to describe the need of zinc in biological systems, namely in studying
the growth of Aspergillus niger (Raulin 1869). The essentiality of zinc for animals was described
for the first time several decades later in 1934 by Todd and his group (Todd, Evelyn, and Hart
1934). It was not until the 1960s that zinc deficiency was observed in humans by Ananda Prasad.
He described a zinc deficiency syndrome in Iranian and Egyptian subjects who were extremely
susceptible to bacterial, fungal, and parasitic infections. More precisely, they suffered from anemia, skin alterations, hypogonadism, hepatosplenomegaly, and mental retardation (Prasad et al. 1963; Prasad 1991). It was possible to completely reverse all symptoms by supplementation with high doses of zinc, leading to the assumption that the symptoms were a result of zinc deficiency. Only anemia was shown to be due to iron deficiency and reversed by iron supplementation (Prasad 1991). Impaired zinc absorption due to phytates, which are present in cereal grains, was observed by O’Dell and Savage (1960). This may be relevant to the apparent zinc deficiency in the Iranian and Egyptian subjects studied by Prasad, since their diet comprised largely plant-based foods without any meat (O’Dell and Savage 1960). Another cause promoting zinc deficiency was the practice of geophagia, driven by a lack of food (Prasad et al. 1963).

One inherited disease related to malabsorption of zinc is called acrodermatitis enteropathica (AE), which is mostly based on a mutation in the gene encoding for the zinc transporter Zip4. AE is a rare, autosomal recessively inherited disease. Affected patients suffer from symptoms of zinc deficiency, including severe dermatitis, immune dysfunction, diarrhea, growth retardation, alopecia, and, occasionally, mental retardation (Wang et al. 2002).

Reversion of AE symptoms in infants is achieved after high-dose zinc supplementation. Thus, other transporters than Zip4 seem to be present, and these allow zinc uptake by enterocytes (Eide 2006).

Zinc is essential for the growth and development of all organisms; it is important for the function of more than 300 enzymes, covering all enzyme classes. Apart from this, zinc is involved in essential cellular functions, comprising DNA and RNA synthesis, proliferation, and apoptosis. Since the immune system has one of the highest requirements for proliferation in the human body and also has a high capacity for biosynthesis, zinc deficiency is readily seen to cause impaired immune functions, leading to suppressed cell proliferation and differentiation (Rink and Gabriel 2000) and increased susceptibility to infection. However, zinc also has specific effects on the immune function besides those general effects on cell physiology, which will be discussed in detail below.

15.2 ZINC HOMEOSTASIS

15.2.1 OVERVIEW OF ZINC HOMEOSTASIS

The essentiality of zinc for the function of more than 300 enzymes emphasizes the importance of this trace element in signaling cascades. Moreover, it is essential for different basic cellular functions (e.g. participation in cell division, DNA and RNA synthesis, and apoptosis) (Vallee and Falchuk 1993). Thus, the importance of zinc for highly proliferating organ systems, such as the already mentioned immune system, can be readily assumed.

Zinc is widespread throughout the body, but the highest amounts, in terms of the percentage of whole body zinc, are in the liver, skin, skeletal muscle, and bones (Favier and Favier 1990; Mills 1989). The total amount of zinc in the human body is 2–4 g and the plasma or serum concentration is 12–16 μM (Rink and Gabriel 2000). The serum zinc pool is small but mobile and thus important for the distribution of zinc in the body. Within the serum, zinc is predominantly bound with a low affinity to albumin (60%), and with a high affinity to α₂-macroglobulin (30%) and to transferrin (10%) (Scott and Bradwell 1983). Since there is no existing storage system for zinc in the human body, as for example for iron, a steady state of zinc intake and excretion is necessary. The recommendations for daily zinc intake vary between different countries. The recommended zinc intake given by the German Society of Nutrition is 10 mg/d for adult males and 7 mg/d for adult females (Deutsche Gesellschaft für Ernährung [DGE] 2015). However, the recommended zinc intake given by the U.S. Food and Nutrition Board varies slightly from that of the DGE; it is 11 mg/d for adult males and 8 mg/d for adult females (Food and Nutrition Board 2001).
Different sites of homeostatic regulation of zinc were identified by examining the effects of oral zinc intake. Namely, homeostatic regulation was detected in gastrointestinal absorption and secretion, renal excretion, release from muscles, and exchange with erythrocytes (Hotz et al. 2003).

15.2.2 Zinc Regulation by Transporters and Intracellular Proteins

To maintain zinc homeostasis and to prevent cellular overaccumulation of zinc accompanied by toxic effects, regulatory mechanisms are of high importance (Eide 2006). Neurons, prostate cells, and cells of the eye, especially choroid and retina cells, accumulate higher levels of zinc than cells of other tissues, suggesting specialized functions of zinc within different cell types (Frederickson et al. 2000; Costello and Franklin 1998; Karcioglu 1982). Another example of zinc regulation is the transport of zinc into enterocytes of the mammalian intestine. Here, zinc transporters are responsible for the uptake of zinc from the intestinal lumen and the following efflux across the basolateral membrane into the portal blood, emphasizing again the need of tight regulatory mechanisms in the distribution of zinc (Gaither and Eide 2001a).

Because zinc is a charged divalent cation, passive diffusion across membranes is not possible. Thus, special transport mechanisms are required for zinc transport into and out of the cytosol ensuring tight control of zinc levels. Two families of zinc transporters are identified in mammals, comprising the Zip- (Zrt-, Irt-like protein)/SLC39A- (solute carrier family 39) family and the ZnT- (zinc transporter)/SLC30A-family (Figure 15.1). The latter is also described as a cation diffusion facilitator (CDF). Both families of zinc transporter are found at all phylogenetic levels, comprising bacteria, fungi, plants, and mammals (Nies and Silver 1995; Gaither and Eide 2001a). Zip transporters perform zinc transport out from organelles and the extracellular space into the cytosol, whereas the ZnT transporters are responsible for zinc transport from the cytosol into the extracellular space or into the lumen of intracellular organelles (Eide 2006). So far, 14 Zip transporters and 10 ZnT transporters encoded by the human genome have been identified (Jeong and Eide 2013; Lichten and Cousins 2009). An overview of ZnT and Zip transporter functions and localization is presented in Tables 15.1 and 15.2, respectively.

One example of a Zip transporter is Zip1, which is expressed ubiquitously in human tissues and localized to the plasma membrane in some cell types (Gaither and Eide 2001b). Interestingly, in zinc-deficient murine cells, Zip1 and Zip3 were found to migrate to the plasma membrane, whereas they associated within the membrane of intracellular compartments in zinc-repleted cells. Thus, posttranslational control of zinc transporters seems to be important in zinc homeostasis, as, for example, phosphorylation of the Zip7 transporter by protein kinase casein kinase (CK)2 leading to opening of the channel or homodimerization of ZnT8, which requires biological membranes for proper assembly (Wang et al. 2004; Taylor et al. 2012; Murgia et al. 2009).

Zip transporters are involved in immunologic functions. For example, Zip14 is involved in the uptake of zinc by hepatocytes during the acute-phase response, leading to the suggestion that Zip14 induction is a cause of serum hypozincemia linked to infection (Liuzzi et al. 2005).

The exact transport mechanism of eukaryotic Zip proteins remains to be solved. So far, it is known that zinc transporters are energy independent (i.e., they act without adenosine triphosphate [ATP] as a source of energy). In contrast, the yeast zinc transporters Zrt1 and Zrt2 seem to be energy dependent. It was shown that energy-independent zinc uptake by the human Zip2 transporter is possibly conducted by a Zn$^{2+}$/HCO$_3^-$ cotransport (Gaither and Eide 2000; Zhao and Eide 1996). Since concentrations of the intracellular labile zinc pool are in the nanomolar range, another possibility may be the transport is simply due to a concentration gradient (Gaither and Eide 2001a).

Concerning the ZnT transport mechanism, studies were first carried out with the prokaryotic homologue YiiP in Eschericia coli, catalyzing Zn$^{2+}$/H$^+$ antiport across the membrane (Lu and Fu 2007; Grass et al. 2005). Four amino acid residues were found to serve as potential zinc-binding sites in the mammalian zinc transporter ZnT5, based on x-ray structure analysis of YiiP. Indeed,
replacement of the identified amino acid residues successfully blocked zinc transport. In conclusion, those results indicate a Zn$^{2+}$/H$^+$ antiport action of mammalian ZnT transporters, similar to the zinc transport system of the prokaryotic homologues (Ohana et al. 2009).

In addition to zinc transporters, other mechanisms exist to bind zinc and thus regulate over-accumulation of intracellular zinc. The metal regulatory transcription factor-1 (MTF-1) is a zinc finger protein, conserved from insects to mammals (Radtke et al. 1993). Increased cellular zinc concentrations can be sensed by MTF-1 followed by zinc-dependent gene induction, as, for example,
### TABLE 15.1
Tissue Distribution, Subcellular Localization, and Characteristics of the ZnT Family of Zinc Exporters

<table>
<thead>
<tr>
<th>Transporter</th>
<th>Tissue Distribution</th>
<th>Subcellular Localization</th>
<th>Characteristics</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnT1</td>
<td>Ubiquitous, especially found in leukocytes</td>
<td>Plasma membrane</td>
<td>Zinc export into extracellular space; significantly increased in the brain of patients with Alzheimer’s disease</td>
<td>Kolaj-Robin et al. (2015), Huang and Tepaamorndech (2013), Overbeck et al. (2008)</td>
</tr>
<tr>
<td>ZnT2</td>
<td>Mammary gland, pancreas, prostate, small intestine, and elsewhere</td>
<td>Endosomal/lysosomal/secretory vesicles, mitochondria, isoform found in plasma membrane</td>
<td>Enrichment of vesicular zinc; mutation in breast epithelial cells causes decreased zinc transport into breast milk of nursing women</td>
<td>Huang and Tepaamorndech (2013), Overbeck et al. (2008), Chowanadisai, Lonnerdal, and Kelleher (2006), Lee et al. (2015a)</td>
</tr>
<tr>
<td>ZnT3</td>
<td>Brain, leukocytes, pancreas, testis</td>
<td>Synaptic vesicles, nucleus of neurons (in mice and rats)</td>
<td>Zinc transport into synaptic vesicles of nerve cells; high amounts of mRNA found within mouse brain</td>
<td>Kolaj-Robin et al. (2015), Huang and Tepaamorndech (2013), Shen et al. (2007), Kodirov et al. (2006), Overbeck et al. (2008)</td>
</tr>
<tr>
<td>ZnT5</td>
<td>Ubiquitous, especially found in leukocytes</td>
<td>Endoplasmic reticulum, Golgi apparatus, isoform found in plasma membrane, secretory granules of pancreatic β-cells</td>
<td>Involved in formation of zinc/insulin crystals; in the human colorectal adenocarcinoma cell line Caco-2 high zinc levels inhibit <em>SLC30A5</em> transcription and translation <em>in vitro</em>, whereas stability of <em>SLC30A5</em> mRNA is increased</td>
<td>Huang and Tepaamorndech (2013), Overbeck et al. (2008), Petkovic, Miletta, and Mullis (2012)</td>
</tr>
<tr>
<td>ZnT6</td>
<td>Brain, intestine, kidney, leukocytes, liver, lung</td>
<td>Endoplasmic reticulum, Golgi apparatus, vesicles</td>
<td>Elevated expression in Alzheimer’s disease; RNA expression detected in the brain, intestine, kidney, and liver; protein expression in brain and lung</td>
<td>Overbeck et al. (2008), Petkovic, Miletta, and Mullis (2012), Dubben et al. (2010)</td>
</tr>
<tr>
<td>ZnT7</td>
<td>Intestine, leukocytes, pancreas, prostate, retina, testis, and elsewhere</td>
<td>Endoplasmic reticulum, Golgi apparatus, vesicles</td>
<td>Insulin gene expression up-regulated via transcription factor MTF-1 in mice</td>
<td>Huang and Tepaamorndech (2013), Overbeck et al. (2008)</td>
</tr>
</tbody>
</table>

(Continued)
### TABLE 15.1 (Continued)

Tissue Distribution, Subcellular Localization, and Characteristics of the ZnT Family of Zinc Exporters

<table>
<thead>
<tr>
<th>Transporter</th>
<th>Tissue Distribution</th>
<th>Subcellular Localization</th>
<th>Characteristics</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnT8</td>
<td>Adrenal gland,</td>
<td>Secretory vesicles</td>
<td>Involved in formation of zinc/insulin crystals; important for maturation and</td>
<td>Kolaj-Robin et al. (2015), Huang and Tepaamorndech (2013), Overbeck et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>leukocytes, liver,</td>
<td></td>
<td>storage of insulin; major autoantigen in the development of autoimmunity in</td>
<td></td>
</tr>
<tr>
<td></td>
<td>pancreas,</td>
<td></td>
<td>type I diabetes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>pancreatic β-cells,</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>testis, thyroid</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZnT9</td>
<td>Kidney, leukocytes,</td>
<td>Cytoplasm, nucleus</td>
<td>Functions as a transcriptional coactivator of nuclear receptors</td>
<td>Huang and Tepaamorndech (2013), Sim and Chow (1999), Overbeck et al. (2008)</td>
</tr>
<tr>
<td></td>
<td>pancreas, thymus,</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>and elsewhere</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZnT10</td>
<td>Brain, liver, retina</td>
<td>Not described</td>
<td>No expression in PBMCs; ZnT10 expression at mRNA and protein levels is</td>
<td>Huang and Tepaamorndech (2013), Wex et al. (2014), Bosomworth et al. (2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>down-regulated after zinc supplementation; potentially higher affinity to</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>manganese than to zinc; might be involved in Alzheimer’s disease</td>
<td></td>
</tr>
</tbody>
</table>

### TABLE 15.2

Tissue Distribution, Subcellular Localization, and Characteristics of the Zip Family of Zinc Importers

<table>
<thead>
<tr>
<th>Transporter</th>
<th>Tissue Distribution</th>
<th>Subcellular Localization</th>
<th>Characteristics</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zip1</td>
<td>Ubiquitous, especially found in leukocytes</td>
<td>Plasma membrane, vesicles</td>
<td>Main zinc uptake transporter in K562 erythroleukemia and prostate cells; localized within membranes of intracellular organelles when cells are cultured in zinc-repleted media; translocated to cell surface when zinc is limited; probable key role in pregnancy; suppressed expression associated with prostate cancer</td>
<td>Jeong and Eide (2013), Kelleher et al. (2011), Haase et al. (2007), Andree et al. (2004)</td>
</tr>
<tr>
<td>Zip2</td>
<td>Cervix, epidermis, optic nerve, prostate, uterus</td>
<td>Plasma membrane</td>
<td>Suppressed expression associated with prostate cancer; potential key role during pregnancy; knockdown causes decreased intracellular zinc levels within keratinocytes, leading to inhibited differentiation</td>
<td>Jeong and Eide (2013), Kelleher et al. (2011), Inoue et al. (2014), Lichten and Cousins (2009)</td>
</tr>
</tbody>
</table>
### TABLE 15.2 (Continued)
Tissue Distribution, Subcellular Localization, and Characteristics of the Zip Family of Zinc Importers

<table>
<thead>
<tr>
<th>Transporter</th>
<th>Tissue Distribution</th>
<th>Subcellular Localization</th>
<th>Characteristics</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zip4</td>
<td>Colon, kidney, pancreatic β-cells, small intestine</td>
<td>Plasma membrane</td>
<td>Defect causes acrodermatitis enteropathica; zinc uptake from gut lumen; expression regulated by Klf-4; localized to apical membranes of enterocytes during zinc deficiency; zinc repletion causes mRNA degradation and rapid Zip4 endocytosis</td>
<td>Jeong and Eide (2013), Kelleher et al. (2011), Lichten and Cousins (2009)</td>
</tr>
<tr>
<td>Zip5</td>
<td>Colon, kidney, liver, pancreas, small intestine</td>
<td>Plasma membrane</td>
<td>Possibly unique role in polarized cells, sensing body zinc status by serosal-to-mucosal zinc transport; causes increased accumulation of endogenous zinc in enterocytes during high-zinc conditions, leading to clearance of excess systemic zinc through the intestine and intestinal lumen</td>
<td>Jeong and Eide (2013), Kelleher et al. (2011), Guthrie et al. (2015)</td>
</tr>
<tr>
<td>Zip6</td>
<td>Mammary gland, placenta, prostate, T-cells</td>
<td>Plasma membrane</td>
<td>Decreased expression in dendritic cells upon LPS stimulation, accompanied by reduced intracellular zinc levels; increased expression in breast cancer; reliable marker of oestrogen-receptor-positive cancers</td>
<td>Jeong and Eide (2013), Lichten and Cousins (2009), Taylor, Gee, and Kille (2011), Yu et al. (2011)</td>
</tr>
<tr>
<td>Zip7</td>
<td>Ubiquitous, especially in mammary gland</td>
<td>Endoplasmic reticulum, Golgi apparatus</td>
<td>Increased expression in breast cancer; increases intracellular zinc levels, resulting in growth and invasion which is a hallmark of the aggressive phenotype of tamoxifen resistant cells</td>
<td>Petkovic, Miletta, and Mullis (2012), Taylor et al. (2007)</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Transporter</th>
<th>Tissue Distribution</th>
<th>Subcellular Localization</th>
<th>Characteristics</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zip8</td>
<td>Brain, kidney, leukocytes, liver, lung, mammary gland, small intestine, testis</td>
<td>Lysosomes, mitochondria, plasma membrane</td>
<td>Knockdown causes reduced IFN-γ and perforin secretion; transient overexpression leads to enhanced T-cell activation; decreases lysosomal labile zinc upon T-cell activation</td>
<td>Lichten and Cousins (2009), Aydemir et al. (2009), Besecker et al. (2008), Aydemir, Blanchard, and Cousins (2006)</td>
</tr>
<tr>
<td>Zip10</td>
<td>Brain, liver, leukocytes (human B-cells and murine T-cells), mammary gland, pancreatic α-cells</td>
<td>Plasma membrane</td>
<td>Expression is suppressed by MTF-1; potential role in metastatic breast cancer progression; necessary for proper antibody responses upon BCR activation; important for mature B-cell maintenance and humoral immune responses</td>
<td>Jeong and Eide (2013), Kelleher et al. (2011), Lichten and Cousins (2009), Hojyo et al. (2014), Ryu et al. (2012), Daaboul et al. (2012)</td>
</tr>
<tr>
<td>Zip11</td>
<td>Lactating mammary gland</td>
<td>Golgi apparatus, nucleus of mice</td>
<td>Potential role in the transfer of zinc into milk</td>
<td>Kelleher et al. (2012), Martin et al. (2013)</td>
</tr>
<tr>
<td>Zip12</td>
<td>Brain, murine T-cells</td>
<td>Not described</td>
<td>Required for the development of the nervous system; possible participation in embryogenesis; mutation in the underlying gene might be related to schizophrenia development</td>
<td>Lichten and Cousins (2009), Chowananisai (2014), Daaboul et al. (2012)</td>
</tr>
<tr>
<td>Zip14</td>
<td>Liver, pancreatic α-cells</td>
<td>Plasma membrane</td>
<td>Increased expression in the liver after interleukin (IL)-6 stimulation; possibly related to hypozincemia in serum during acute-phase reaction, accompanied by elevated zinc levels within hepatocytes; potential role in maintaining intestinal barrier function for the gastrointestinal tract via stabilization of a tight junction protein</td>
<td>Kelleher et al. (2011), Guthrie et al. (2015), Liuzzi et al. (2005)</td>
</tr>
</tbody>
</table>
transcription of the metallothionein (MT) encoding gene (Gunther, Lindert, and Schaffner 2012). Zinc can be bound by cytoplasmic macromolecules (e.g., by MT or proteins of the S100 family, such as S100A8, S100A9, or S100A12, acting as zinc buffers) (Hamer 1986; Goyette and Geczy 2011). Characteristics of MTs comprise the low molecular weight of 6–7 kDa, the ability to complex metal ions, the high content of cysteine residues, and the involvement in a variety of cellular processes, such as metal detoxification and metal homeostasis. Up to seven zinc ions can be bound by MT, which are presented in the form of two clusters (Vallee and Falchuk 1993). Interestingly, the binding constants of MT vary among the bound zinc ions. Total zinc concentration in the cytoplasm of eukaryotic cells is relatively high, comprising a few hundred micromolar. However, the percentage in the “free” form finally depends on the zinc buffering capacity (Maret and Krezal 2007).

Circumstances such as oxidative stress or the presence of reactive compounds, such as electrophiles, are responsible for oxidizing or at least modifying the cysteine sulfur groups of MTs. This is essential for zinc ion release from MT and zinc buffering, leading to increased free zinc concentrations. The increased free zinc concentration thus leads to modified intracellular signaling at only picomolar concentrations (Maret and Krezal 2007). Therefore, MTs are redox-active proteins, whereas zinc itself is redox inert. Zinc ions are released when oxidants react with MT and the oxidized protein is formed.

The metal-free protein thionein is supposed to be the biologically active form of MT. A variety of signals induce thionein synthesis in vivo, including cytokines and phorbol esters. MT-bound zinc ions are not trapped in an inflexible conformation. In fact, metal transfer exists due to metal exchange within each MT cluster. Moreover, cluster-bound metals can exchange with metals in solution or with metals in different MT proteins. For instance, the transport of metals from MT to thymulin or glutathione has been described (Vallee and Falchuk 1993). To sum up, MT proteins are able to bind or release zinc into the cytoplasm depending on their redox status.

15.3 ZINC DEFICIENCY

Different forms of zinc deficiency have to be distinguished (i.e., marginal zinc deficiency and severe zinc deficiency). Subjects with marginal zinc deficiency show impaired memory, smell, and taste; depressed immunity; onset of night blindness; and, in males, reduced spermatogenesis (Shankar and Prasad 1998). Zinc deficiency has a higher prevalence in areas with low animal food intake, but high cereal consumption. The reason for this is not necessarily a low zinc content of food, but the reduced bioavailability, particularly due to phytates. Especially prone to zinc deficiencies are individuals in the growth phase (i.e., infants, children, and adolescents), as well as pregnant and lactating women (Roohani et al. 2013). Not all causes of zinc deficiency are due to malnutrition. Some rare forms are based on inherited disorders. Probably the most studied one is the already mentioned Acrodermatitis enteropathica with an incidence of 1 per 500,000 children (Maverakis et al. 2007). In Friesian calves, hereditary zinc deficiency (lethal trait A 46) was observed, caused by the failure to absorb zinc from the gastrointestinal tract. If these calves do not receive zinc supplements, it is likely that they will die due to increased infections (Bosma et al. 1988). In addition, a mutation affecting the zinc transporter ZnT2 was found, which in lactating women results in transient neonatal zinc deficiency (Chowanadisai, Lonnerdal, and Kelleher 2006). This mutation causes reduced zinc concentration in the breast milk and cannot be corrected in the mother. However, the mother herself does not suffer any symptoms, although she presents the genotype and with the phenotype of low milk zinc concentration. Symptoms are only seen in the breast-fed infant: growth retardation, skin alterations, and impaired immune function, which can be reversed by zinc supplements during the suckling period. Apart from that, a genetic defect was found in lethal milk mice to be due to disturbed zinc metabolism. A mutation in the SLC30A4 gene causes premature translational termination and truncation of the ZnT4 transporter. This is accompanied by reduced zinc concentrations within the milk, resulting in neonatal zinc deficiency in pups nursed from affected mice. In
contrast to transient neonatal zinc deficiency in humans where only the breastfed infant is affected, the lethal milk mice develop zinc deficiency with proceeding age (Chowanadisai, Lonnerdal, and Kelleher 2006).

Zinc deficiency is not only a major problem in the developing world, but also in the industrialized world, especially in the elderly: 60% of the elderly among the U.S. population were shown to be zinc deficient (Prasad et al. 1993; Briefel et al. 2000). Related to this zinc deficiency, an association to low-grade inflammation is observed in aging, and moderate zinc supplementation leads to a significant reduction of basal interleukin (IL)-6 release (Kahmann et al. 2008). Zinc deficiency was related to decreased IL-6 promoter methylation, causing an increase in IL-6 production, leading to enhanced inflammation which was observed in the context of aging in an animal and cell model (Wong, Rinaldi, and Ho 2015). An ongoing zinc supplementation study in elderly residents in nursing homes revealed an association between increased serum zinc concentration and an enhancement of T-cell function, mainly due to an increase in the number of T-cells (Barnett et al. 2016).

Apoptosis of cells is increased under conditions of zinc deficiency and conversely prevented by zinc treatment (Treves et al. 1994; Zalewski, Forbes, and Betts 1993). In particular, inhibition of apoptosis by zinc is achieved by inhibiting the activity of caspases (Stennicke and Salvesen 1997; Kown et al. 2000). Caspase-3 was shown to be directly inhibited by zinc binding (Maret et al. 1999). A short delay upon induction of zinc deficiency using N,N,N’,N’-Tetrakis-(2-pyridylmethyl)-ethylenediamine (TPEN) and an increase of caspase-3 activity was observed. The decline in zinc concentrations might favor formation of the active form of caspase-3 from procaspase-3 by removing the inhibitory acting zinc or alternatively by inactivating a zinc-dependent inhibitor. Apart from caspase-3, zinc was shown to inhibit caspase-6 and caspase-9 (Zalewski 2011; Truong-Tran et al. 2000). In a Mongolian gerbil model zinc supplements prevented cell death caused by an ischemic insult, probably due to an antiendonuclease activity of zinc (Matsushita et al. 1996).

15.4 NUTRITIONAL ASPECTS OF ZINC

15.4.1 GENERAL CONSIDERATIONS

Zinc absorption is generally based on the zinc content of the food and its bioavailability. The content of zinc within foods varies at least one order of magnitude. Overviews of the zinc content of different foods can be found elsewhere (U.S. Department of Agriculture 2011; Kloubert and Rink 2015). Worldwide, the major sources of zinc for most people are cereals and legumes (Maret and Sandstead 2006; Gibson 1994). In contrast, one of the richest sources of readily bioavailable zinc is meat, including red meat. Thus, unavailability or avoidance of certain foods increases the risk of zinc deficiency, as for example for people living in the developing world or for vegetarians. Moreover, the bioavailability of zinc is markedly influenced by other food constituents, such as phytates (Solomons et al. 1979). However, not all kinds of legumes seem to negatively influence zinc uptake. The soybean extract soyasaponin Bb was shown to increase the expression of the zinc importer Zip4, followed by increased intracellular zinc levels (Hashimoto et al. 2015). Besides phytates, calcium is able to inhibit zinc absorption and in the presence of phytates even augments inhibition of zinc absorption (Maret and Sandstead 2006). Another nutritional cause of decreased zinc absorption is use of high-dose iron supplements (Solomons 1986). The influence of iron on zinc absorption is discussed elsewhere (Fischer Walker et al. 2005; Lim et al. 2013). The form of zinc consumed is also important, especially from supplements. The highest absorption is achieved by amino acid–bound zinc, in particular zinc bound to aspartate, cysteine, histidine, and methionine. In contrast, bioavailability of zinc oxide is very low (Brieger and Rink 2010).
15.4.2 **Assessment of Zinc Status**

Correct assessment of zinc status to evaluate zinc deficiency is difficult since there is no existing zinc storage system or an established biomarker. Zinc measurements lack both sensitivity and specificity since serum zinc levels are maintained at a stable and physiological level for some time, even with insufficient zinc intake. Thus, the search for a reliable indicator of zinc status represents an important issue. The quality of different zinc biomarkers was analyzed and discussed previously (Lowe, Fekete, and Decsi 2009). Although serum or plasma zinc concentration has limitations, as just described, it seems to be the most reliable biomarker for measuring zinc status at the moment. Besides serum/plasma zinc, urinary zinc excretion and hair zinc seem to be responsive to zinc supplementation. However, data are missing to evaluate responsiveness of those biomarkers to zinc depletion (Lowe, Fekete, and Decsi 2009).

A possibility to assess dietary zinc intake might be the use of a questionnaire as during the ZINCAGE study (Kanoni et al. 2010). A zinc score was calculated for every participant based on a food questionnaire, taking the zinc content of the food, the quantity of the consumed food, and the frequency of food consumption into consideration. Interestingly, plasma zinc levels and zinc score were found to be positively associated among the studied elderly individuals. This zinc score might serve as a suitable tool in the analysis of gene-nutrient and biochemical-nutrient interactions (Kanoni et al. 2010).

15.4.3 **Investigation of Intracellular Zinc Pools**

Zinc-responsive fluorophores (e.g., FluoZin-3 AM and Zinquin) were used in several studies to examine the distribution of intracellular labile zinc (Coyle et al. 1994; Gee et al. 2002). Thereby, it was shown that free zinc can be detected within vesicles in a variety of mammalian cell types. Those vesicles seem to serve as zinc storage vesicles, providing zinc to the cell under conditions of zinc deficiency, and were named “zincosomes” (Beyersmann and Haase 2001; Eide 2006). Another function of those zincosomes could be as a buffer system, thereby preventing toxicity due to excess zinc and releasing zinc after an appropriate stimulus, which induces zinc signals (Palmiter, Cole, and Findley 1996; Brieger, Rink, and Haase 2013).

15.5 **Effects of Zinc on Immune Function**

The immune system has a high proliferation rate, and, thus, impaired immune functions during zinc deficiency are readily seen, causing suppressed cell proliferation and differentiation (Rink and Gabriel 2000). The effects of zinc on immune functions are diverse and manifold. Zinc signals have been observed in different cell types of the innate immune system, comprising dendritic cells (DCs), mast cells, monocytes/macrophages, natural killer (NK) cells, as well as in the adaptive immune system, comprising T-cells and B-cells (Haase and Rink 2009; Kaltenberg et al. 2010). During the last years, a variety of studies carried out in humans and animals indicate suppressed immune responses as a result of zinc deficiency, accompanied by increased susceptibility to a multitude of infectious agents (Shankar and Prasad 1998).

15.5.1 **Zinc and Innate Immunity**

15.5.1.1 **Granulocytes**

Neutrophils are usually the first immune cells actively entering the site of infection; they do this by following a chemotactic gradient. Very high zinc concentrations of around 500 μM promote neutrophil chemotaxis, whereas zinc deficiency reduces chemotaxis, resulting in fewer neutrophils at the site of infection (Ibs and Rink 2003; Hujanen, Seppa, and Virtanen 1995). Among the granulocytes, neutrophils are phagocytically the most efficient (Cadman and Lawrence 2010). Neutrophil phagocytosis
uses so-called neutrophil extracellular traps (NETs). During NET formation, neutrophils release a matrix composed of DNA, chromatin, and granule molecules to capture extracellular pathogens prior to phagocytosing them. It was shown that phorbol-12-myristate-13-acetate (PMA) stimulation causes a zinc signal via protein kinase C (PKC) activation, resulting in NET formation. Consistent with a role for zinc in NET formation, zinc chelation inhibited NETosis. It is likely that NET formation is dependent on the production of reactive oxygen species (ROS) and zinc signals seem to be required for ROS-dependent signal transduction, finally leading to NET formation (Hasan, Rink, and Haase 2013). The heterodimeric antimicrobial peptide calprotectin is found in NETs and is assumed to exert its effect once being released from neutrophils (Djoko et al. 2015). Calprotectin can bind extracellular zinc and manganese, limiting their availability to microbes and so contributing positively to the battle between host and microbe (Crawford and Wilson 2015). Phagocyted pathogens are killed by neutrophils due to production of ROS, such as the superoxide anion. The superoxide anion is produced by NADPH oxidase, which normally generates \( \cdot \mathrm{O}_2^- \) from oxygen (\( \cdot \mathrm{O}_2 \)) and cytosolic NADPH. During the following downstream events \( \cdot \mathrm{O}_2^- \) is dismutated by superoxide dismutase (SOD), using zinc as a cofactor which leads to \( \mathrm{H}_2\mathrm{O}_2 \) formation. In the presence of iron (\( \cdot \mathrm{Fe}^{2+} \)), \( \mathrm{H}_2\mathrm{O}_2 \) is transformed into \( \cdot \mathrm{OH} \), into water and oxygen molecules by catalase (CAT), into hypochlorous acid (HOCl) by myeloperoxidase (MPO), or into water and glutathione disulfide (GSSG) by glutathione peroxidase (GPx), which can further react to glutathione. Zinc might cause decreased CAT and GPx activity. (Modified from Kloubert, V. and L. Rink, Food Funct., 6, 3195–3204, 2015.)

![Diagram of ROS production and zinc affected reactions](https://www.ketabpezeshki.com/66485438-66485457)

**FIGURE 15.2** Zinc-affected ROS production. NADPH oxidase is localized within the membrane of pathogen engulfing vesicles in phagocytes. ROS comprise superoxide radicals (\( \cdot \mathrm{O}_2^- \)), hydroxyl radicals (\( \cdot \mathrm{OH} \)), and hydrogen peroxide (\( \mathrm{H}_2\mathrm{O}_2 \)). Zinc is able to inhibit NADPH oxidase, which normally generates \( \cdot \mathrm{O}_2^- \) from oxygen (\( \cdot \mathrm{O}_2 \)) and cytosolic NADPH. During the following downstream events \( \cdot \mathrm{O}_2^- \) is dismutated by superoxide dismutase (SOD), using zinc as a cofactor which leads to \( \mathrm{H}_2\mathrm{O}_2 \) formation. In the presence of iron (\( \cdot \mathrm{Fe}^{2+} \)), \( \mathrm{H}_2\mathrm{O}_2 \) is transformed into \( \cdot \mathrm{OH} \), into water and oxygen molecules by catalase (CAT), into hypochlorous acid (HOCl) by myeloperoxidase (MPO), or into water and glutathione disulfide (GSSG) by glutathione peroxidase (GPx), which can further react to glutathione. Zinc might cause decreased CAT and GPx activity. (Modified from Kloubert, V. and L. Rink, Food Funct., 6, 3195–3204, 2015.)

**15.5.1.2 Monocytes/Macrophages**

Monocytes circulate within the blood, and migrate into tissues where they mature into different types of tissue-resident macrophages. Adherence to endothelial cells is the first step in this chemotactic
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process and zinc was shown to augment monocyte adhesion in vitro. Stimulation of monocytes with PMA or monocyte chemoattractant protein-1 (MCP-1) leads to the induction of intracellular zinc signals and thus promotes adhesion to endothelial cells (Kojima et al. 2007). In contrast, reduced extracellular zinc levels might serve as a signal to induce monocyte differentiation (Dubben et al. 2010). Elimination of bacterial pathogens by phagocytosis and oxidative burst was increased under conditions of zinc deficiency, whereas production of IL-6 and tumor necrosis factor (TNF)-α was decreased, suggesting a shift from intercellular communication to basic innate defensive functions (Mayer et al. 2014). The reduction in cytokine expression might be a result of short-term zinc deficiency, since under conditions of long-term zinc deficiency, cytokine expression is increased due to constitutive promoter activity regulated by redox and epigenetic mechanisms (Wessels et al. 2013). Nevertheless, intracellular zinc signals are needed to induce the synthesis of proinflammatory cytokines, such as IL-1β, IL-6, and TNF-α. Those cytokines are probably well induced in the presence of high extracellular zinc concentrations (Wellinghausen and Rink 1998; Wellinghausen, Kirchner, and Rink 1997). Influenced by the local cytokine and growth factor microenvironment, monocytes terminally differentiate to M1 or M2 macrophages after localization into the tissue. Individual structural contributions of different zinc-fingers to DNA-binding is linked to the function of regulatory proteins related to terminal monocyte differentiation. As an example, the mutant of the zinc-finger domain of Krüppel-like factor 4 (Klf-4), which lacks the DNA-binding domain, was able to induce cellular self-renewal and to inhibit maturation (Schuetz et al. 2011). Thus, zinc seems to play a role in monocyte differentiation.

Macrophages play an important role in regulating trace element availability to pathogens during infection (Haase and Rink 2014a). They are able to sequester certain trace elements causing “metal starvation” of pathogens; on the other hand, they can cause metal intoxication as a tool in host defense. One example is the infection of a host with the fungal pathogen Histoplasma capsulatum. Zinc was shown to be essential for the survival of the pathogen within granulocyte macrophage colony-stimulating factor (GM-CSF)-stimulated macrophages, whereas chelation of zinc-caused retardation of fungal growth. Different mechanisms within macrophages help to sequester zinc, thus making it inaccessible to the pathogen. Those mechanisms comprise the upregulation of the zinc exporters ZnT4 and ZnT7, shifting zinc ions into the Golgi apparatus, and MT upregulation, resulting in the protein binding of more intracellular zinc. In particular, it seems likely that GM-CSF–activated macrophages sequester free zinc accompanied by increased ROS production, which in turn causes pathogen clearance (Subramanian Vignesh et al. 2013).

Apart from that, zinc seems to affect the toll-like receptor (TLR) 4–induced cytokine secretion in monocytes (Figure 15.3). Monocytes, macrophages, and DCs carry TLR4, which can be activated by lipopolysaccharide (LPS). These cell populations are able to present antigens to T-cells after activation, thereby coordinating the immune response and linking innate and adaptive immunity. In particular, TLR4 signaling leads to production and secretion of proinflammatory cytokines (Haase and Rink 2009). Moderate zinc increase seems to be involved in TLR4 signal transduction at the level of downstream mitogen-activated protein kinases (MAPKs), whereas high concentrations of zinc are inhibitory (Haase et al. 2008). The inhibitory effect of elevated free zinc on TLR4 signaling is based on the modulation of cyclic nucleotide signals (Haase and Rink 2009). Cyclic adenosine monophosphate (cAMP) and cyclic guanosine monophosphate (cGMP) are synthesized by the adenylate cyclase (AC) or the guanylate cyclase (GC), respectively. Degradation of cAMP and cGMP is carried out by cyclic nucleotide phosphodiesterases (PDEs). Whereas low zinc concentrations are able to activate some PDE isoforms, high zinc concentrations inhibit PDEs, leading to reduced cyclic nucleotide degradation, therefore causing prolonged signaling (Francis et al. 1994). The anti-inflammatory effect of zinc can be explained by cross-activation of protein kinase A (PKA) as a result of elevated cAMP, which in turn is caused by zinc-induced inhibition of PDE. This is followed by phosphorylation of the inhibitory serine residue 259 of the Raf kinase, leading to Raf inactivation. Inhibition of the PKA/Raf pathway causes suppressed "nuclear factor 'kappa-light-chain-enhancer' of activated B-cells” (NF-κB) formation, accompanied by suppressed proinflammatory cytokine
production (von Bulow et al. 2007). Apart from zinc induced PDE inhibition, AC is also negatively affected by zinc. The conformation of AC seems to be sensitive to zinc and this might change its enzymatic activity (Haase and Rink 2009).

MAPKs are responsible for the transduction of extracellular signals from cytokines, growth factors, hormones, and environmental stress, thereby regulating a variety of cellular responses including differentiation, proliferation, and apoptosis (Junttila, Li, and Westermarck 2008). The activation
of MAPKs, such as the extracellular signal-related kinase (ERK), p38, MEK1/2, and Jun N-terminal kinase (JNK), by zinc is a common event in several cell types (Haase and Rink 2009). Moreover, regulation of kinase activation by zinc seems to be concentration-dependent, as for the kinase ERK. Dephosphorylation of ERK was shown to be inhibited by zinc in monocytes (Haase et al. 2008). However, MAPKs seem not always to serve as direct zinc targets, but rather might be activated indirectly by MAP-kinase phosphatases (MKPs). MKPs are responsible for dephosphorylation of threonine and tyrosine residues in activated MAPKs. Inhibition of MKPs by zinc was shown to be involved in ERK activation during oxidative stress in neurons (Ho et al. 2008).

However, not all effects on MAPK phosphorylation can be explained by zinc inhibition of MKP. Zinc is also able to affect targets upstream of MAPKs, shown by MAPK activation in airway epithelial cells, where zinc affects tyrosine phosphorylation upstream of ERK (Wu et al. 2002). Another zinc-affected pathway downstream of LPS-induced TLR4 signaling comprises the Toll/IL-1R domain–containing adaptor inducing interferon (IFN)-β (TRIF) pathway (Figure 15.3). Zinc is able to inhibit downstream IFN regulatory factor 3 (IRF3) dephosphorylation, resulting in IFN-β expression. IFN-β in turn activates type I IFNR, causing induction of the inducible nitric monoxide synthase (iNOS) (Brieger, Rink, and Haase 2013).

15.5.1.3 Dendritic Cells

Acting via pattern recognition receptors (PRRs), activated DCs are important in innate and adaptive immunity, promoting the activation of antigen-specific T-cells and thereby functioning as mediators between the two parts of the immune system (Pearce and Everts 2015).

DC activation upon LPS stimulation, which activates TLR4, caused reduced Zip6 expression. This phenomenon was accompanied by reduced free zinc, which in turn is required for cell maturation. Interestingly, zinc deficiency induced by the addition of a zinc chelator led to increased surface expression of major histocompatibility complex (MHC) class II molecules and costimulatory molecules on DCs, mimicking the LPS effects. In contrast, zinc supplementation or Zip6 overexpression inhibited those effects. Zinc homeostasis is at least partly involved in DC maturation and thus may affect the magnitude of adaptive immune responses (Kitamura et al. 2006). The exact underlying molecular mechanisms are described in the monocyte/macrophage section (Section 15.5.1.2).

The zinc-finger transcription factor CTCF, belonging to the C2H2 group of transcription factors, was identified as a regulator of DC differentiation. This transcription factor is expressed in human as well as in murine DCs. During differentiation of human monocyte-derived DCs, CTCF is downregulated. Moreover, increased CTCF expression in mice during the differentiation of bone marrow–derived DCs caused increased apoptosis and decreased proliferation. This results in a decreased number of CTCF transduced DCs accompanied by a more immature phenotype, revealing maturation defects upon stimulation (Koesters et al. 2007).

15.5.1.4 Natural Killer Cells

Another zinc-affected cell population comprises NK cells. NK cells are able to recognize and eliminate virus-infected cells and tumor cells by detecting the “missing self” (i.e., the absence of MHC class I molecules on the cell surface). Another defense mechanism of NK cells is antibody-dependent cellular cytotoxicity (ADCC), by which target cell surface bound antibodies are recognized. Finally, NK cells are able to kill target cells due to the release of cytotoxic granules (Haase and Rink 2014b). Zinc deficiency decreases lytic activity of NK cells, which might be related to decreased IL-2 production of T-cells (Prasad 2000). The killer cell–inhibitory receptor (KIR) family expressed by NK cells harbors a zinc-binding site and recognizes MHC class I molecules presented on target cells, causing suppressed target cell killing. Deletion of the KIR–zinc–binding site led to impaired inhibitory functions on the activity of NK cells (Rajagopal and Long 1998).
15.5.2 ZINC AND ADAPTIVE IMMUNITY

15.5.2.1 B-Cells

Zinc deficiency causes lymphopenia and attenuation of cellular and humoral immunity, leading to increased susceptibility to pathogens (Shankar and Prasad 1998). B-cell development and function is not impaired to the same extent by zinc deficiency as seen in T-cells. However, zinc deficiency is known to cause decreased antibody production and loss of premature and immature B-cells (Haase and Rink 2014b). Moreover, zinc deficiency blocks the development of B-cells in the bone marrow, resulting in reduced numbers of B-cells within the spleen (Shankar and Prasad 1998).

The impact of zinc supplementation on vaccination in zinc-deficient subjects has been investigated, revealing contradictory results depending upon the study design. Extremely high amounts of supplemental zinc combined with the vaccine led to either no or contrary effects (Overbeck, Rink, and Haase 2008). Thus, giving zinc at the same time as the vaccination seems not to be useful. So far, only one study revealed beneficial effects of zinc supplementation on vaccination. In contrast to the other studies, patients started zinc supplementation one month prior to vaccination and stopped the intake during the vaccination procedure. Zinc-supplemented subjects, who were older than 70 years, showed increases in the antibody titer, increased circulating T-cells, and improved delayed-type hypersensitivity reaction toward several antigens (Duchateau et al. 1981). This study suggests that zinc supplementation before vaccination might be beneficial in the elderly.

Zinc importer Zip10 was shown to be required for proper antibody responses after B-cell receptor (BCR) activation. Deficiencies in Zip10 are followed by hyperactivated BCR signaling, which in turn causes reduced cell proliferation (Hojyo et al. 2014). In particular, Zip10 is involved in the early B-cell developmental process. Inducible deletion of Zip10 in pro-B-cells caused increased caspase activity going along with decreased intracellular zinc levels. Concordantly, intracellular zinc depletion led to spontaneous caspase activity, resulting in B-cell apoptosis. Thus, Zip10-mediated zinc homeostasis might be crucial for survival of early B-cells. Apart from that, Zip10 expression was found to be regulated in a Janus kinase (JAK)-signal transducer and activator of transcription (STAT)-dependent manner. Its expression is correlated with STAT activation in human B-cell lymphoma, indicating any influence on B-cell homeostasis by a possible JAK-STAT-Zip10-zinc signaling axis (Miyai et al. 2014).

15.5.2.2 T-Cells

In adaptive immunity zinc is especially important for T-cell development and subsequent peripheral functions. A variety of different studies tried to elucidate the importance of zinc for T-cells, revealing impaired T-cell development and function upon zinc deficiency. The maturation of T-cell progenitors takes place in the thymus. However, zinc deficiency causes thymic atrophy and T-cell lymphopenia (Haase and Rink 2014b). Moreover, the peptide hormone thymulin is dependent on zinc ions, which act as a cofactor. Zinc deficiency decreases the biological activity of thymulin, thereby negatively affecting T-cell functions and differentiation (Prasad et al. 1988).

Apart from that, zinc deficiency alters the T helper cell balance of Th1 and Th2, this imbalance being restored after zinc supplementation (Figure 15.4). T helper cells promote functions of other cells (e.g., by activating infected macrophages to kill phagocytosed pathogens, namely by Th1 cells, or by supporting antibody production in B-cells, namely by Th2 cells). Long-term zinc deficiency decreases the production of the Th1 cytokines IFN-γ, IL-2, and TNF-α, whereas production of the Th2 cytokines IL-4, IL-6, and IL-10 is not affected. Thus, the imbalance of secreted cytokines favors the production of Th2 cytokines in contrast to Th1 cytokines (Cakman et al. 1996; Beck et al. 1997). This could result in impairment of defense against bacteria and viruses in particular.

Considering the involved signaling pathways, zinc seems to be required for p38 activation within Th1 cells whereas it inhibits the activity of ERK in Th2 cells. The activity of the phosphatase calcineurin was shown to be inhibited by zinc; this enzyme normally inactivates cAMP response element-binding protein (CREB) by dephosphorylation. The influence of zinc on calcineurin causes
increased CREB phosphorylation, which in turn results in increased expression of the Th1 cytokine IFN-γ. The activating phosphorylation of CREB is dependent on p38 activity, which is associated with participation of zinc, indicating once again a role of zinc in the regulation of the Th1/Th2 balance by inducing IFN-γ (Honscheid et al. 2012; Aydemir et al. 2009).

T-cell functions are susceptible to zinc deprivation and zinc signals seem likely to activate PKC within T-cells. This indicates involvement of zinc in the “cross-talk” of second messengers involved in T-cell signal transduction (Csermely and Somogyi 1989). Further involvement of zinc was assumed in the activation of the lymphocyte-specific protein tyrosine kinase (Lck) by the T-cell receptor (TCR), which belongs to the Src family of kinases (Figure 15.5). Zinc ions are required
The zinc transporter Zip8 is highly expressed in human T-cells. Zip8 localization is predominantly found within the membranes of lysosomes, being upregulated after stimulation. Upon TCR-mediated T-cell activation, cytoplasmic zinc is increased due to zinc release from the lysosomal compartments via Zip8. Intracellular zinc accumulation might be an important event in response to TCR-mediated activation (Aydemir et al. 2009). Apart from that, zinc ions seem to play a crucial role in T-cell activation induced by IL-2 (Figure 15.5) (Kaltenberg et al. 2010; Tanaka et al. 1990). Stimulation of the IL-2 receptor (IL-2R) results in ERK dephosphorylation and IL-2-induced T-cell proliferation due to elevated intracellular zinc signals. Additionally, translocation of zinc...
ions from lysosomes into the cytosol was shown as a result of IL-2 induction (Kaltenberg et al. 2010). Phosphorylation of a specific tyrosine residue in the IL-2R β-chain promotes the assembly of adaptor proteins, triggering a MAPK cascade comprising the dual-specific kinases MEK and Raf. MEK and Raf in turn activate ERK via phosphorylation of conserved threonine and tyrosine residues in its catalytic domain (Gaffen 2001). ERK activation is followed by phosphorylation of further kinases and transcription factors (Cahill, Janknecht, and Nordheim 1996). In contrast, negative regulation of the ERK pathway is mediated by different phosphatases, which in turn can be inhibited by zinc (Ho et al. 2008).

The phosphatase and tensin homolog deleted on chromosome 10 (PTEN) is another enzyme affected by zinc in the downstream signaling cascade of IL-2 (Figure 15.5). PTEN seems to be inactivated by zinc binding, resulting in Akt activation and thus cell survival. In detail, the second messenger phosphatidylinositol (3,4,5)-trisphosphate (PtdIns(3,4,5)P3) is produced by phosphoinositide 3-kinase (PI3K) leading to Akt activation. Conversely, PTEN is responsible for PtdIns(3,4,5)P3 degradation. Zinc signals affect the IL-2-dependent PI3K/Akt pathway by inhibiting the negative regulator PTEN via binding to its catalytic cysteine residues. Binding of zinc to the catalytic cysteine residues protects PTEN from oxidation by H2O2 (Plum et al. 2014).

IL-1β-induced IL-2 production in humans is negatively affected by mild zinc deficiency (Figure 15.6). Zinc concentrations within T-cells are slightly below the optimal concentration for T-cell functions. Thus, further reduction of intracellular zinc leads to T-cell dysfunction and auto-reactivity, whereas high zinc concentrations inhibit the activation of IL-1-induced IL-1 receptor kinase (IRAK). It seems likely that zinc represses the Th17 responses in humans by increasing intracellular zinc within T-cells and thereby inhibiting the IL-1β-signaling via inhibition of IRAK4 phosphorylation (Lee et al. 2015b).

Zinc supplementation was able to increase the intracellular zinc levels of zinc-deficient T-cells. In a murine T-cell line this increase was shown to be essential for the phosphorylation of p38 and for the phosphorylation of the subunit p65 of NF-κB, followed by IL-1β-induced IL-2 production. Intracellular zinc signals in T-cells were induced by IL-1β due to increased zinc transporter expression within the plasma membrane, namely Zip10 and Zip12. Specific inhibition of the MAPK p38 was shown to decrease IL-2 production. However, IL-2 synthesis could not be completely inhibited, assuming the participation of other molecules in this mechanism (Daaboul et al. 2012).

Zinc is described to suppress Th17 cell development by inhibiting the IL-6-induced STAT3 activation (Figure 15.4). In detail, zinc binds to STAT3 resulting in changes of its conformation, thereby causing the inability of STAT3 to interact with the appropriate Janus kinase (Kitabayashi et al. 2010). Zinc supplementation decreases the number of Th17 cells whereas it increases the number of T regulatory cells (Tregs). Namely, zinc supplementation was shown to induce and to elevate the number of CD4+CD25+Foxp3+ Tregs in vitro and in vivo (Figure 15.4). This was accompanied by decreased reactivity of Th1 and Th2 cells as well as decreased Th17-mediated experimental autoimmune encephalomyelitis (EAE). It seems that high zinc concentrations induce Tregs, which are normally responsible for the suppression of allo- or autoreactive effector cells (Rosenkranz et al. 2016a). Thus, zinc could play a role in decreasing risk of autoimmunity.

Another zinc-affected system is the mixed lymphocyte culture (MLC), serving as an in vitro model for allogeneic reactions and transplantation to determine the compatibility between the host and donor. Therein, the proliferation of T-cells seems to be a good indicator to assess the success of the transplantation. However, cytokines, such as IFN-γ, seem to be more reliable in assessing graft rejection. IFN-γ is able to induce cytotoxic T-cells by enhancing MHC I and MHC II expression, thereby representing reactivity between two individuals. Since immunosuppressive substances reveal toxicity in vivo, it is important to find new substances with less toxicity, as for example zinc. Zinc supplementation was shown to inhibit alloreactivity in the MLC. In contrast, T-cell proliferation in vitro was not decreased and no immunosuppressive effects were seen in vivo. Stimulation of T-cells by an HLA-different cell population might be blocked by zinc via specific inhibition of phosphorylation processes, causing reduced signal transduction. This in turn leads to reduced cytokine
secretion, which is related to reduced graft rejection in vivo. Therefore, the infection rate will be reduced by the use of zinc compared to current immunosuppressive drugs (Campo et al. 2001). Zinc maintains the antigenic potency of the host in vitro since antigen recognition is not influenced by zinc, whereas allogeneic responses are suppressed. Oral zinc supplementation of different individuals for one week induced the same effect, showing suppression of the MLC. Increased inhibition of the MLC was observed ex vivo in cases where higher IFN-γ release occurred prior to zinc intake (Faber et al. 2004). New data indicate that the induction and stabilization of Treg cells is also involved in the MLC (Rosenkranz et al. 2015, Rosenkranz et al. 2016b). Zinc supplementation of the MLC results in decreased synthesis of IFN-γ, which is possibly related to the inhibition of the histone deacetylase Sirtuin-1. This inhibition stabilizes Foxp3, favoring Treg cell differentiation, which in turn might be beneficial during transplantation (Rosenkranz et al. 2016b).

Furthermore, Treg cell induction and stabilization in the MLC after zinc supplementation might be explained with zinc-induced upregulation of Foxp3 and Krüppel-like factor 10 (Klf-10) on the one hand and downregulation of interferon regulatory factor (IRF)-1 on the other hand. Klf-10 is an essential transcription factor for proper Treg cell function, whereas IRF-1 is a negative Foxp3
regulator, repressing its transcriptional activity. Thereby, zinc might be able to downregulate allogeneic immune reactions due to stabilization of induced Treg cells (Maywald and Rink 2016).

The treatment of peripheral blood mononuclear cells (PBMCs) and the MLC with a combination of zinc and transforming growth factor (TGF)-β1 revealed synergistic effects on Foxp3 expression. TGF-β1 mediates an increase of intracellular free zinc in T helper cells and in combination with zinc elevates phosphorylation of the signal transduction molecules Smad2/3, which is important for Foxp3 expression. Apart from that, zinc and TGF-β1 are able to significantly reduce the IFN-γ secretion in the MLC. Taken together, a combined treatment of zinc and TGF-β1 induces Treg cells and causes an increase of Smad2/3 activation, accompanied by increased Foxp3 expression, which suggests a possible beneficial use of zinc during transplantation (Maywald et al. unpublished data).

15.6 ZINC AND ALLERGY, AUTOIMMUNITY, INFECTIONS, AND NEOPLASIA

15.6.1 ZINC AND ALLERGIES

Allergic reactions (e.g., atopic dermatitis, allergic asthma, and anaphylaxis) are caused by basophils, eosinophils, and mast cells. After activation, mast cells are able to secrete chemokines and cytokines, which are important in the inflammatory reactions observed in allergic patients (Galli, Tsai, and Piliponsky 2008). Use of the zinc probe Zinquin revealed highly fluorescent granules within mast cells, indicating elevated zinc concentrations. Zinc was also detected by Zinquin staining within respiratory epithelial cells. However, human asthma is related to hypozincemia and epithelial damage (Truong-Tran, Ruffin, and Zalewski 2000; Zalewski et al. 2005). Concerning allergic eosinophilic inflammation, zinc deficiency led to increased inflammation, which is reversed by zinc supplementation. Moreover, zinc deficiency seems likely to induce a relative decrease in the Th1 immune response and therefore promotes the Th2 response, which is a key feature of asthma immunopathology. To test the hypothesis that zinc deficiency causes an imbalance in the Th1/Th2 ratio, a murine mouse model was used, showing increased eosinophilic inflammation with zinc deficiency (Richter et al. 2003). Thus, zinc deficiency might be a risk factor for developing asthma. However, results of different studies are controversial. Although some results reveal significantly reduced zinc levels in healthy individuals compared to patients with asthma, other studies could not show any significant differences in zinc plasma concentrations. Apart from that, there are also existing studies which show increased zinc plasma concentrations, being proportionally related to the severity degree of asthma (Riccioni and D’Orazio 2005). However, results of different human studies are inconsistent. Furthermore, zinc deficiency is associated with inhibited FcεRI-induced degranulation and cytokine production in mast cells. The PKC/NF-κB signaling pathway seems to be modulated by zinc transporters, which in turn regulate chemokine and cytokine gene expression. This might be an important aspect in the development of new antiallergic treatments, whereby the control of zinc concentration within mast cells might be a promising strategy (Kabu et al. 2006). Furthermore, zinc is able to induce Treg cells in in vitro allergic models, indicating a possible use of zinc in the therapy of allergies (Rosenkranz et al. 2015).

15.6.2 ZINC AND AUTOIMMUNE DISEASES

Autoimmune diseases include diabetes mellitus type I, rheumatoid arthritis (RA), systemic lupus erythematosus (SLE), multiple sclerosis (MS), and many others. The autoimmune destruction of insulin producing β-cells by the cellular und humoral immune response in the pancreatic islets of Langerhans is characteristic for diabetes mellitus type I, consequently causing insulin deficiency. The onset of this type of diabetes mostly occurs before 20 years of age, but disease manifestation is also observed in older adults. However, the maintenance of glucose homeostasis by administration of insulin is necessary to prevent subsequent diabetic complications (Daneman 2006). Zinc was
shown to be part of the insulin complex, suggesting a possible link between zinc status and development of type I diabetes (Scott 1934). Indeed, patients suffering from type I diabetes show higher elimination rates of zinc via the urine, accompanied by significantly reduced plasma zinc levels compared to healthy individuals (McNair et al. 1981). Blood glucose levels in animal models were reduced after zinc supplementation, indicating insulinomimetic properties of zinc (Jansen, Karges, and Rink 2009). However, whether the immunologic effects of zinc play a role in development, rate of progression, or severity of type I diabetes is not clear.

Another possibly zinc-affected autoimmune disease is RA, a disease characterized by high concentrations of proinflammatory cytokines, especially of IL-1β, IL-6, and TNF-α, accompanied by synovial inflammation and destruction of bone and cartilage (Koenders and van den Berg 2015; Choy and Panayi 2001). Free radical oxidation products were identified in the synovial fluid of patients suffering from RA, probably produced by phagocytes. Because ROS production seems to be involved in RA development, the intake of antioxidant micronutrients, such as zinc, could have protective effects (Cerhan et al. 2003). Additionally, the zinc-containing enzyme superoxide dismutase (SOD) acts as a scavenger for toxic oxygen in tissues and might thus act as a preventing factor in the onset of RA by reducing the free radical burden (Aaseth, Haugen, and Forre 1998). Measurements within the serum/blood, scalp hair, and urine revealed low zinc concentrations in RA patients (Niedermeier and Griggs 1971; Afridi et al. 2013). Moreover, reduced zinc levels within the serum seem to be associated with increased levels of IL-1β and TNF-α (Zoli et al. 1998). Zinc supplementation studies in RA patients showed beneficial effects. Joint swelling, walking time, and morning stiffness were at least partly improved, suggesting a protective role of zinc (Simkin 1976; Cerhan et al. 2003). However, other studies could not show a beneficial effect of zinc supplementation (Peretz et al. 1993; Mattingly and Mowat 1982; Rasker and Kardaun 1982). Nevertheless, it seems evident that antioxidants, such as zinc, might at least positively influence the disease state in patients with RA or might even slow progression of RA. However, a recent study showed that IL-17- and TNF-α-mediated inflammation enhanced zinc uptake by synoviocytes and this in turn further increased inflammation (Bonaventura et al. 2016).

MS is another autoimmune disease possibly affected by zinc. MS is a neurodegenerative autoimmune-mediated disorder of the central nervous system (Ramsaransing, Mellema, and De Keyser 2009). The animal model for MS is the experimental autoimmune encephalomyelitis (EAE). Using this model, zinc supplementation was shown to reduce symptoms, suggesting possible beneficial effects of zinc supplementation in MS (Schubert et al. 2014; Stoye et al. 2012). Metal concentrations within the cerebrospinal fluid (CSF) were shown to be lower in patients with MS than in controls and to be held at constant levels compared to levels within the blood due to carefully controlled metal permeability of the blood-brain barrier. Hence, the metal composition of the CSF may reflect metabolic processes in the brain more reliably than the metal composition in the blood. However, no significant differences were observed in the CSF of MS patients with regard to the zinc status nor was a significant difference observed in the serum zinc levels of MS patients compared to a control group (Sedighi et al. 2013; Melo et al. 2003).

At the molecular level, deficiency of the Th17 secreted proinflammatory cytokine IL-17A results in resistance to EAE and to collagen-induced arthritis (CIA) in mice (Nishida et al. 2011). The development of pathogenic Th17 cells from naïve CD4+ T-cells was shown to be inhibited by zinc. In contrast, zinc was not able to alter cytokine expression of T-cells, which had already developed into a pathogenic state. Zinc supplementation led to a decrease in the number of Th17 cells in regional lymph nodes accompanied by decreased IL-17A within the serum. Inhibition of STAT3 activation in CD4+ T-cells stimulated in vivo with IL-6 was induced by zinc supplementation. Zinc binding alters STAT3, subsequently resulting in an unfolded structure. This in turn leads to the inhibition of STAT3 phosphorylation by JAK kinases. All in all, it might be possible that zinc suppresses the development of autoimmune diseases by inhibiting Th17 cell development via the IL-6-STAT3 signaling axis in naïve CD4+ T-cells and inducing Treg (Figure 15.4) (Rosenkranz et al. 2016a; Nishida et al. 2011).
15.6.3 Zinc and Infectious Disease

Infectious diseases, such as pneumonia, diarrhea, and malaria, remain a leading cause of morbidity and mortality, especially among children younger than 5 years of age (Black et al. 2010). A variety of observational studies linked susceptibility of increased infection rates to zinc status (Fischer Walker et al. 2011). Interestingly, zinc supplementation has been shown to be beneficial regarding the incidence of pneumonia and diarrhea, and might lead to reduced incidence of malaria. Zinc might have an important role, especially in infant and childhood infectious disease (Fischer Walker and Black 2004).

15.6.3.1 Zinc and Diarrhea

Zinc-deficient children seem to be more susceptible to diarrheal pathogens than children with normal zinc levels, suggesting an association between low zinc and risk of diarrhea (Fischer Walker et al. 2011). In addition, increased zinc loss was seen during acute diarrhea in hospitalized infants (Castillo-Duran, Vial, and Uauy 1988). Zinc supplementation reduced diarrheal morbidity, and nowadays the treatment of diarrhea in children with zinc is recommended by the World Health Organization (WHO) (Brown et al. 2009; WHO/UNICEF 2004).

15.6.3.2 Zinc and HIV Infection

Involvement of zinc is assumed in human immunodeficiency virus (HIV) disease where a significant association between low zinc and progression to acquired immunodeficiency syndrome (AIDS) was described (Coodley and Girard 1991; Beach et al. 1992), although results are inconsistent. Zinc utilization by the HIV for gene expression, multimerization, and integration characterizes HIV as a zinc-dependent virus, which may at least in part explain the low plasma zinc levels frequently observed in HIV-infected patients (Mocchegiani et al. 1995; Baum, Shor-Posner, and Campa 2000). Furthermore, patients with AIDS show clinical symptoms similar to symptoms associated with zinc deficiency (Baum, Shor-Posner, and Campa 2000). However, increased intake of micronutrients, including zinc, was shown to be associated with a more rapid disease progression to AIDS (Tang et al. 1993).

It is of special interest to elucidate the effect of zinc supplementation in children and pregnant women. It was seen that, apart from reduced opportunistic infections due to zinc supplementation, zinc levels and CD4 counts were increased in HIV-infected adults given zinc. However, no beneficial differences were seen after zinc supplementation with regard to viral load, mortality, and mother-to-child transmission of the virus (Zeng and Zhang 2011). The increase of CD4+ cells is in agreement with another study showing an increase in CD4+ cells in HIV-infected patients after zinc supplementation, accompanied by increased levels of active zinc-bound thymulin (Mocchegiani et al. 1995).

During progression of HIV infection to AIDS, the zinc-bound form of thymulin is strongly reduced, accompanied by decreased CD4 cell counts and decreased zinc levels within the blood. In vitro addition of zinc to plasma samples was shown to induce recovery of the active thymulin form, suggesting low zinc bioavailability as a cause of impaired thymic functions. Administration of the widely used antiretroviral agent zidovudine (AZT) combined with zinc supplements in patients with AIDS restored active zinc-bound thymulin, zinc levels within the blood, and CD4 T-cells accompanied by reduced opportunistic infections compared with the group of solely AZT-treated individuals (Mocchegiani and Muzzioli 2000). To sum up, while HIV-infected individuals seem to be especially susceptible to zinc deficiency, excessive zinc may stimulate HIV progression to AIDS.

15.6.3.3 Zinc and Malaria

Morbidity and mortality caused by malaria is especially high in areas with predominant malnutrition and exposure to the malaria parasite. Plasma zinc concentrations in children showing acute malaria infection are low and inversely correlated with the C-reactive protein (CRP) and the density
of parasites within the blood. The children are likely to be at risk of zinc deficiency and zinc redistribution into the liver as part of the acute-phase reaction might not be the only cause for the observed deficiency. Zinc supplementation increased the plasma zinc levels in those patients (Duggan et al. 2005). There are few studies of zinc supplementation and malaria and the existing studies show inconsistent results. On the one hand, beneficial outcomes of zinc intake on malaria were shown, whereas on the other hand no differences between zinc supplemented individuals and a control group were observed (Caulfield, Richard, and Black 2004).

15.6.3.4 Zinc and the Common Cold
Interestingly, the duration of the common cold was shown to be decreased after zinc gluconate supplementation (Mossad et al. 1996). Another study analyzing a possible relation between the common cold and zinc supplements revealed reduced disease duration when zinc was administered immediately after the appearance of the first disease symptoms. Although duration of the common cold was reduced, severity was not (Das and Singh 2014). A Cochrane analysis revealed that zinc supplementation within 24 hours of the onset of common cold symptoms reduced the severity and duration in otherwise healthy people. Moreover, zinc supplementation for at least 5 months showed beneficial effects in terms of reduced cold incidence, less school absence, and lower intake of antibiotics (Singh and Das 2011). Nevertheless, a distinction between children and adults needs to be made, since one study could show reduced incidence of the common cold due to prophylactic zinc intake by children and in contrast, prophylactic zinc intake by adults was not studied (Das and Singh 2014).

15.6.4 Zinc and Neoplasia
Studies analyzing zinc levels in tumors are inconsistent and reveal both increase of zinc as an indicator of unfavorable outcome as well as decrease of zinc associated with a poor outlook depending on the tumor (Taylor, Gee, and Kille 2011). Although in patients with several tumor types, including breast cancer, cervical cancer, lung cancer, and neck cancer, the levels of serum and plasma zinc were shown to be decreased, other studies did not show an association between zinc deficiency and the risk to develop cancer (Navarro Silvera and Rohan 2007; Taylor, Gee, and Kille 2011).

15.6.4.1 Zinc and Breast Cancer
Many studies have examined the relationship between breast cancer and serum or plasma zinc levels, revealing inconsistent results. Due to the uncontrolled cell growth during tumor progression, cells might require higher amounts of zinc and therefore replenish zinc from the plasma, which in turn reduces serum/plasma zinc levels (Taylor, Gee, and Kille 2011). One important zinc transporter involved in breast cancer is Zip6. Zip6 was shown to be estrogen-regulated and its presence in estrogen-receptor positive breast cancers is increased. Moreover, the association of Zip6 with estrogen-receptor positive breast cancers serves as a reliable marker for those cancer types, and it is one of the genes used routinely for determination. STAT3 is activated by growth factors or other agents and induces Zip6 transcription, which in turn manages the zinc influx into the cells, causing cell activation. This mechanism may explain the previously observed increased expression of Zip6 in breast cancers that have metastasized to lymph nodes (Taylor, Gee, and Kille 2011). Another zinc transporter involved is Zip7, which is primarily found in the membrane of the endoplasmic reticulum (ER), and is responsible for zinc release out of the ER into the cytosol. Expression of Zip7 was shown to be increased in clinical breast cancer samples where it is in the top 10% of genes overexpressed in poor prognostic breast cancer states (Taylor, Gee, and Kille 2011). Intracellular released zinc is able to inhibit various phosphatases, and this might explain how the presence of abnormally high zinc levels within the cells is thereby able to keep different tyrosine kinase signaling pathways activated. This might lead to increased invasion and growth accompanied by a more aggressive phenotype, as especially seen in tamoxifen-resistant cells (Taylor et al. 2008). Especially in breast cancer aberrant growth factor signaling supports rapid tumor cell proliferation.
and loss of therapeutic response to antihormonal drugs. A model of tamoxifen-resistant breast cancer revealed increased intracellular zinc levels compared to hormone-responsive counterparts. Increased expression of Zip7 in breast cancer might provide a novel target for blocking multiple antihormone-resistant signaling pathways (Taylor et al. 2008). However, targeting signaling pathways in the clinic to prevent tumor growth loses its effect when cells use new signaling pathways, potentially resulting in a more aggressive tumor growth. The benefit to targeting zinc might be to turn off its ability to inhibit phosphatases, thereby blocking various signaling pathways at the same time instead of blocking one specific pathway (Taylor, Gee, and Kille 2011).

### 15.6.4.2 Zinc and Prostate Cancer

Patients suffering from prostate cancer show reduced plasma zinc levels compared to patients affected by noncancer-related prostate diseases, normally presenting an organ with higher zinc content. The malignant prostate cells lose their ability to accumulate zinc, especially due to a decrease of the Zip1 importer (Taylor, Gee, and Kille 2011). The observed changes of intracellular zinc in the prostate during prostate cancer appear to be the direct opposite of what has been observed in breast cancer. Under normal conditions, the accumulation of high cellular zinc in prostate epithelial cells is necessary to carry out the major physiological functions of citrate production and secretion, which is important for reproduction. Prostate cancer is accompanied by the inability to accumulate zinc and citrate. This might be associated with decreased zinc transporter expression (Franklin et al. 2005; Franz et al. 2013). Zinc accumulation within the prostate is mainly by Zip1, with Zip2 and Zip3 being responsible for zinc maintenance within the cells. However, the ability to accumulate zinc is lost in prostate cancer cells (Desouki et al. 2007). Most studies revealed no significant effect of zinc supplementation on advanced prostate cancer (Gathirua-Mwangi and Zhang 2014).

### 15.6.4.3 Zinc and p53

An association between zinc and the tumor suppressor p53 is proposed, which is another interesting aspect to consider in the development of neoplasia. Intracellular free zinc seems to modulate p53 activity and stability. Excess zinc alters p53 protein structure and leads to decreased binding of p53 to the DNA. Copper is able to displace zinc from its binding site at p53, leading to wrong protein folding and disruption of p53 function. Moreover, p53 plays an important role in the transcriptional regulation of MT, indicating a novel regulatory role for p53 (Formigari, Gregianin, and Irato 2013).
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16.1 INTRODUCTION

Short-chain fatty acids (SCFAs) are a group of fatty acids that comprises small carboxylic acids (from 1 to 6 carbons in their structure) produced mainly, but not exclusively, by anaerobic bacteria as end products of fermentation. The main components of this class of molecules are acetic, propionic, and butyric acids, which are usually found in the deprotonated forms (salts) as acetate, propionate, and butyrate (Figure 16.1a). As expected, SCFA concentrations are high in the gastrointestinal tract (GI tract), where they are released by bacteria of the microbiota after fermentation of fiber and resistant starches. In the proximal colon, their concentrations range from 70 to 140 mM, while in the distal colon lower concentrations have been described (20–70 mM) (Wong et al. 2006). Additionally, these bacterial metabolites are also present in high concentrations in the oral cavity and female genital tract, where, as described later in the chapter, they may play a role in tissue homeostasis, particularly in the immune interactions with bacteria and other microorganisms.

Different metabolic pathways are involved in the production of SCFAs. Depending on the bacterial species involved and on environmental factors, including type and availability of substrate, pH, and oxygen tension, the flow through the metabolic pathways may be different, affecting the amount and proportions of SCFAs produced (Louis, Hold, and Flint 2014). In general, the major metabolic pathways involved in the production of SCFAs are the Embden–Meyerhof–Parnas (glycolysis) and the pentose pathways (Tan et al. 2014; Miller and Wolin 1996) as summarized in Figure 16.1b. Pyruvate produced in these pathways is in part converted to acetyl-CoA, which can be hydrolyzed, generating acetate. Additionally, acetate can be produced in the Wood-Ljungdahl pathway from CO₂ and hydrogen or from formate (Figure 16.1b).

Propionate is mainly produced in the succinate pathway, but other pathways, which use lactate or deoxyhexose sugars as substrate (propanediol and acrylate pathways), also contribute to the generation of propionate. Butyrate is produced from two molecules of acetyl-CoA, which are converted to
butyryl CoA. This latter molecule is converted by butyrate kinase or via butyryl CoA:acetate CoA transferase to butyrate (Pryde et al. 2002; Louis, Hold, and Flint 2014) (Figure 16.1b).

It is important to highlight that there is a complex metabolic interaction between different species of bacteria, which is important for their survival and colonization. The cooperation between Aggregatibacter actinomycetemcomitans, an oral pathogen, and Streptococcus gordonii, a common component of oral microbiota (Ramsey, Rumbaugh, and Whiteley 2011), is an example of this. Briefly, the ability of A. actinomycetemcomitans to cause infection is enhanced in the presence of the commensal bacteria S. gordonii. The mechanism behind this effect involves lactate, the main metabolite of S. gordonii, which is an important substrate catabolized by A. actinomycetemcomitans (Ramsey, Rumbaugh, and Whiteley 2011). In other tissues, a similar metabolic cooperation between bacteria is observed, as in the intestine, where a close relation between, for example, acetate-producing bacteria and butyrate-producers (these latter bacteria can use acetate as substrate) has been demonstrated (Barcenilla et al. 2000; Duncan et al. 2004).

In addition to their uptake and use by other bacteria, SCFAs released in the intestine cross the epithelial cells through passive (nonionized form) or active (ionized form that is transported by receptors such as monocarboxylate transporter 1 [MCT-1] and sodium-coupled monocarboxylate transporter 1 [SMCT-1]) mechanisms and reach the blood circulation. A small fraction of the SCFAs absorbed in the intestine enters the systemic circulation, since they are metabolized by epithelial cells and in the liver. Indeed, the serum/plasma concentrations of these bacterial metabolites are much lower than their intestinal concentrations: serum concentration of acetate has been reported to be between 60 and 150 μM, while propionate and butyrate are found in even lower concentrations, respectively, 3–7 μM and 1–4 μM (Vogt, Pencharz, and Wolever 2004; Wolever et al. 1997, 2002).

In this chapter, we summarize the cellular responses induced/modulated by SCFAs focusing on their G protein–coupled receptor–dependent effects on cells involved in the immune response and protection of the host (i.e., leukocytes and epithelial cells). We also discuss some recent studies that implicate SCFAs in the regulation of inflammation and the response to infectious agents.
16.2 G PROTEIN-COUPLED RECEPTORS

SCFAs activate different biological responses depending mainly on their concentrations, the target tissue and the receptor/mechanism activated. There are at least two major molecular mechanisms that account for the cellular effects of SCFAs (reviewed by Vinolo et al. 2011c; Tan et al. 2014). The first involves activation of membrane receptors coupled to G proteins (GPCRs), which will be discussed in more detail below. The second is through inhibition of a class of enzymes called histone deacetylases (HDACs). These latter enzymes are divided into four classes: class I (HDACs 1, 2, 3, and 8), class IIa (HDACs 4, 5, 7, and 9) and IIb (HDACs 6 and 10), class III (SIRT 1, 2, and 3) and class IV (HDAC 11). The HDACs, which remove acetyl groups from lysine residues of proteins, together with the histone acetyltransferases, enzymes that add acetyl groups to the lysine residues of proteins, control the acetylation status of histones and nonhistone proteins. SCFAs inhibit HDACs (isoforms of class I and II HDACs, in this order of potency: butyrate>propionate>acetate) and, by doing that, they modulate the expression of several genes. Within the effects that seem to be mediated by inhibition of HDACs are their actions on dendritic cell differentiation and activation, regulation of the production of inflammatory mediators by neutrophils and macrophages, and stimulation of regulatory T cell generation (Vinolo et al. 2011c; Smith et al. 2013; Wong et al. 2006).

GPCRs constitute a family of membrane proteins characterized by a common motif, the seven-transmembrane domain. These receptors are activated by numerous ligands including photons, ions (e.g., calcium-sensing receptor [CaSR]), nucleoside phosphates (e.g., receptors P2Y whose ligands include ATP, ADP, and UDP), fatty acids and other lipids (e.g., free fatty acid receptors [FFAR 1, 2, 3 and 4]), and prostanoids (e.g., receptors such as the prostaglandin D receptors DP-1 and 2, and the prostaglandin E receptors EP1, 2, 3, and 4) (http://www.guidetopharmacology.org/GRAC). The GPCRs and their ligands present a crucial role in different physiological and pathological conditions and are important targets of drugs.

Regarding the immune system, the chemoattractant receptors, which are GPCRs activated by chemokines, lipid mediators including platelet-activating factor (PAF) and leukotriene B4 (LTB4), complement fragments C3a and C5a, and other molecules including microbe ligands, such as the formylated peptides, are essential for normal function. The binding of ligands to these receptors leads to conformational changes and activation of heterotrimeric G proteins. These latter proteins are formed by three components, α, β, and γ, that are released (α and βγsubunits) after receptor activation. Through interaction with intracellular proteins, these subunits can increase or decrease the activity of effector proteins such as adenylyl and guanylyl cyclases, ion channels, phospholipases (PLA2 and C), and phosphatidylinositol 3-kinases (PI3Ks), leading to distinct downstream signaling pathways (further details in Katritch, Cherezov, and Stevens 2013).

As already mentioned, some of the biological responses to SCFAs are secondary to the activation of GPCRs. At least three GPCRs are activated by SCFAs: GPR41, also known as free fatty acid receptor-3 (FFAR3), GPR43 (FFAR2), and GPR109A, also known as Niacin receptor-1 or hydroxy-carboxylic acid receptor-2 (HCA2) (Table 16.1). FFAR2 and FFAR3 are activated by acetate, propionate, and butyrate, but these ligands present a different order of potency depending on the receptor: for FFAR2, the potency is acetate=propionate>butyrate>other SCFAs and for FFAR3 propionate and butyrate are more potent than acetate (Brown et al. 2003). These receptors also show some differences in their tissue distribution and biological functions, as reviewed by us and others (Vinolo, Hirabara, and Curi 2012; Tan et al. 2014; Hara et al. 2014) (Table 16.1). In the context of the immune response, it is important to highlight that FFAR2 is highly expressed in myeloid cells, especially in neutrophils, and that both FFAR2 and FFAR3 are expressed by intestinal epithelial cells (Kim et al. 2013; Park et al. 2015). As described later in this chapter, the activation of the latter cells leads to the production of important inflammatory mediators including cytokines and chemokines (Kim et al. 2013). Additionally, high expression of FFAR2 has been observed in colonic regulatory T cells in which this receptor seems to play a role in the differentiation process (Smith et al. 2013).
TABLE 16.1
Overview of the Receptors Activated by SCFAs

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>FFAR3 (GPR41)</th>
<th>FFAR2 (GPR43)</th>
<th>GPR109A (HCA2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCFA agonists</td>
<td>Propionate = butyrate &gt; acetate</td>
<td>Acetate = propionate &gt; butyrate</td>
<td>Butyrate</td>
</tr>
<tr>
<td>Other agonists</td>
<td>Synthetic agonists</td>
<td>Phenilacetamides</td>
<td>Nicotinic acid, (D)-beta-hydroxybutyrate, MK-0354, and others</td>
</tr>
<tr>
<td>Tissue expression</td>
<td>Adipose tissue, GI tract, liver, spleen, bone marrow, brain, pancreas, leukocytes, and others</td>
<td>Leukocytes, pancreas, adipose tissue, and GI tract</td>
<td>Adipose tissue, pancreas, leukocytes, and GI tract</td>
</tr>
<tr>
<td>Main biological effects in the immune system</td>
<td>Modulation of cytokine production; production of antimicrobial peptides</td>
<td>Modulation of cytokine production; production of antimicrobial peptides; neutrophil chemotaxis; regulatory T cell homeostasis; inflammasome activation; apoptosis</td>
<td>Anti-inflammatory; apoptosis; regulatory T cell homeostasis; inflammasome activation</td>
</tr>
</tbody>
</table>

GPR109A was first described as a receptor for nicotinic acid and it was associated with the antilipolytic effect of nicotinic acid (Soga et al. 2003; Brown et al. 2003; Tunaru et al. 2003). A subsequent study demonstrated that, in addition to nicotinic acid, (D)-beta-hydroxybutyrate, butyrate, and other molecules act as ligands (Taggart et al. 2005). GPR109A is expressed by several cell types (e.g., macrophages, dendritic cells, epithelial cells, adipocytes, neutrophils, and lymphocytes) and different biological responses including modulation of the production of anti-inflammatory cytokines and apoptosis have been associated with its activation by butyrate and its other ligands (Taggart et al. 2005; Zimmerman et al. 2012; Singh et al. 2014).

16.3 EFFECT OF SCFAS IN EPITHELIAL CELLS AND LEUKOCYTES

Epithelial cells of the skin, gastrointestinal, respiratory, and genitourinary tracts act as a physical and chemical barrier to the entrance of microorganisms. These cells are especially important in the detection of microorganisms and harmful substances outside the body and not only protect the host organism passively through their physical barrier function, but also actively by secreting substances such as mucus and antimicrobial molecules (e.g., lysozyme, defensins, and cathelicidins). Additionally, through the production of cytokines and chemokines, they regulate immune processes (Shaykhiev and Bals 2007).

The role of SCFAs as an energetic substrate for colonic epithelial cells is well established in the literature (Roediger 1982). Indeed, reductions in their concentrations in the colon may lead to mucosal atrophy, diminished absorption, and colitis. Soon after their production in the colon by the microbiota, butyrate is rapidly metabolized by colonocytes, being their major energy source, while acetate and propionate are directed to the liver by the portal vein. A large amount of propionate is utilized by the hepatocytes, while acetate enters the systemic circulation and is metabolized by peripheral tissues (Pomare, Branch, and Cummings 1985). Moreover, SCFAs drive many other roles in colonic physiology including regulation of colonocyte proliferation and differentiation, gut mobility, and immune responses/inflammation.
In the 1950s, Nieman (1954) described the direct antimicrobial activities of free fatty acids, acting probably by disrupting the membrane structure, electron transport, proton gradient, or even the membrane potential of the microorganisms. More recently, it has been suggested that SCFAs modulate the expression of host defense peptides (HDPs) in colonocytes or even in some immune/inflammatory cells (Raqib et al. 2006). HDPs, also known as antimicrobial peptides, constitute a defense mechanism of the innate immune system and are found in nearly all forms of life. HDPs are able to kill a broad range of microorganisms through physical interaction and disruption of the membrane (Hancock 2006; Zasloff 2002). Among the SCFAs, butyrate was the most potent enhancer of multiple (porcine) \( \beta \)-defensin and cathelicidin genes (Zeng et al. 2013). Butyrate increased cathelicidin LL-37 mRNA and protein expression in both rabbits and humans (Raqib et al. 2006, 2012). Butyrate acts mainly due to inhibition of HDACs, which results in a less-compact chromatin, modulating the transcription of different genes (Sunkara, Jiang, and Zhang 2012).

In addition to their effect on the production of antimicrobial peptides, SCFAs also modulate the production of cytokines and chemokines by epithelial cells. Kim et al. (2013) suggested that mice enteroendocrine cells and colonic enterocytes play an important role in the inflammatory response dependent on SCFAs. They found high expression of FFAR2 and FFAR3 in these cells and demonstrated that SCFAs, through these receptors, regulate the production of proinflammatory cytokines and chemokines in response to bacterial products. After \textit{in vitro} activation of epithelial cells with bacterial products for 24 hours, there was an increase in the expression of the \textit{Il6}, \textit{Cxcl1}, and \textit{Cxcl10} genes in the presence of acetate and propionate. Additionally, the expression of \textit{Il6} was slightly increased in cells incubated with acetate and propionate in the absence of bacterial products. These responses were abrogated when cells were pretreated with pertussis toxin (an inhibitor of GPCRs) or when using cells from FFAR2\(^{−/−}\) or FFAR3\(^{−/−}\) mice, indicating the participation of these receptors in this effect of SCFAs. This study also suggested that phosphorylation of extracellular signal-regulated kinase (ERK) through FFAR2 and FFAR3 by acetate and propionate is involved in the effect on colonic epithelial cells.

Other studies have explored the effect of SCFAs on various types of leukocyte. \textit{In vivo} and \textit{in vitro} evidence suggests that, in the absence of inflammation, SCFAs act as neutrophil chemoattractants through activation of FFAR2 (Le Poul et al. 2003; Vinolo et al. 2009b, 2011a; Sina et al. 2009; Maslowski et al. 2009). However, in the presence of other chemoattractants or during inflammation, the effect of SCFAs on neutrophil recruitment is less clear, as discussed in a recent review (Rodrigues et al. 2015). Other functional aspects of neutrophils modulated by SCFAs include the production of reactive oxygen species (ROS), degranulation, and their ability to phagocytose microorganisms and particles. Regarding ROS production and phagocytosis of microorganisms and particles by neutrophils, both increases and decreases have been described in the literature. Murine bone marrow isolated neutrophils showed increased production of ROS and enhanced phagocytosis when incubated with acetate, an effect not observed in cells from FFAR2\(^{−/−}\) mice (Maslowski et al. 2009). Human neutrophils incubated with butyrate or acetate also show increased ROS production, as shown by Mirmonsef et al. (2012). However, other studies performed with neutrophils found that SCFAs do not affect, or even inhibit, ROS production and phagocytosis (Mills, Montgomery, and Morck 2006; Sandoval et al. 2007; Vinolo et al. 2009a; Liu et al. 2001). It is not clear why these findings are inconsistent.

Neutrophils are an important source of signaling molecules including cytokines (i.e., tumor necrosis factor-\( \alpha \) [TNF-\( \alpha \)], interleukin-1\( \beta \), and interleukin-6), chemokines (i.e., CXCL1, CXCL2, CXCL3, CCL2, CCL3, and CXCL8), and lipid mediators (i.e., lipoxins, leukotrienes, prostaglandins, hydroxyeicosatetraenoic acids, and resolvins) (Dalli and Serhan 2012; Mantovani et al. 2011; Tecchio and Cassatella 2014). In this context, it has been shown that SCFAs decrease the production of TNF-\( \alpha \) by neutrophils (Tedelind et al. 2007; Vinolo et al. 2011b), and that butyrate and propionate decrease the production of CXCL3/CINC-2 by rat neutrophils (Vinolo et al. 2011b).

Some studies also indicate that SCFAs can induce apoptosis in neutrophils (Aoyama, Kotani, and Usami 2010; Maslowski et al. 2009). Aoyama, Kotani, and Usami (2010) found that propionate
and butyrate, through a GPCR-independent mechanism, activate caspases leading to apoptosis. Maslowski et al. (2009) also demonstrated that SCFA activate apoptotic pathways, but in this case an association with FFAR2 activation was found.

The function of dendritic cells (DCs) and macrophages, two other important components of the innate immune system, is also modified by SCFAs. Millard et al. (2002) reported that butyrate reduced the phagocytic activity of macrophages by inhibiting their differentiation and maturation. However, the mechanisms for this action are not clear. Park et al. (2007) found a reduction in the interferon (IFN)-γ-induced expression of iNOS, TNF-α, and IL-6 in RAW264.7 macrophage-like cells incubated with butyrate. Moreover, an increase in the production of the anti-inflammatory cytokine IL-10 was also observed in these cells incubated with butyrate. A similar pattern of cytokine production was seen by Liu et al. (2012a). In this latter study, the authors also demonstrated that SCFAs, especially propionate, reduce NO production in a concentration-dependent manner. Moreover, LPS-induced translocation of p65 to the nucleus and NF-kB activity have been shown to be attenuated by SCFAs, suggesting that SCFAs reduce the production of these inflammatory mediators by interfering with the NF-kB pathway, an effect also observed in neutrophils (Vinolo et al. 2011b; Liu et al. 2012b). More recently, Chang et al. (2013) found that butyrate decreases the expression of some proinflammatory genes including Nos2, Il6, and Il12, while it did not affect the expression of others, including Tnfa and Ccl2. This study, conducted using murine bone marrow–derived macrophages (BMDMs), indicated that the effects on gene expression are due to the ability of butyrate to inhibit HDACs. Additionally, Singh et al. (2014) described a macrophage-dependent anti-inflammatory profile of colonic CD4+ cells, through activation of GPR109A by butyrate, in which macrophages (and DCs) were able to induce differentiation of naive T cells into regulatory T cells (Tregs). This study showed that Niacr1−/− mice (mice lacking GPR109A) have a reduced number of colonic Foxp3+ (Treg) cells/IL-10-producing T cells and an enhanced number of proinflammatory IL-17-producing CD4+ T cells when compared to wild-type animals. However, since T cells (as well as B-cells and NK cells) do not express GPR109A, these effects could not be explained by a direct action on them. On the other hand, macrophages and DCs do express this receptor, and the authors demonstrated that these cells, when taken from Niacr1−/− mice, lack the ability to induce differentiation of Tregs/IL-10-producing T cells. In addition, by incubating wild-type macrophages and DCs with butyrate, there was an increase in the expression of anti-inflammatory genes as Il10 and Aldh1a1, which are important mediators toward Treg differentiation.

An effect of SCFAs on differentiation and maturation of DCs from human monocytes was proposed by Millard et al. (2002). Butyrate treatment partially inhibited the differentiation of DCs into mature cells (probably by modulating NF-kB/Rel transcription factor family activation), since there was a maintenance of CD14 and a decrease of CD54, CD86, and HLA class II in the cells treated with butyrate. In addition, these cells had high phagocytic capacity and an altered capacity to produce IL-10 and IL-12, revealing their immature profile. Bernt et al. (2012) demonstrated that butyrate inhibited maturation of LPS-stimulated murine bone marrow-derived DCs. Furthermore, Liu et al. (2012a) showed that butyrate was able to inhibit dendrite formation (a distinctive morphology of mature DCs) of human monocyte-derived DCs in vitro when compared to LPS-induced DCs; furthermore, butyrate also led to formation of clusters and an increase in the cell volume (immature DC morphology). More importantly, the authors showed that butyrate downregulates HLA molecules, costimulatory molecules (CD80), CD1a, and specific maturation molecules (CD83), which are related to optimal T cell stimulatory capacity.

DCs are the bridge between innate and adaptive immunity, playing an important role in T cell activation, so alterations in DC effector mechanisms certainly lead to changes in T cell responses. Trompette et al. (2014), by studying allergic airway disease in mice, demonstrated that SCFAs produced in the intestine not only alter the gut microbiota but also impair Th2 differentiation. This latter effect was associated with the capacity of propionate (through FFAR3) to enhance hematopoiesis and the recruitment of DC precursors expressing lower levels of MHCII and CD40 to the lung.
which showed a lower ability to activate effector Th2 cells. Another study showed how SCFAs interfere with DCs and generation of Tregs (Arpaia et al. 2013). The authors demonstrated that butyrate leads to an in vitro extrathymic Treg Foxp3+ differentiation, which is TGF-β-dependent. In vivo, there was a robust increase in the number of the peripheral Treg cells in microbiota-deficient mice (treated with broad-spectrum antibiotics [AVNM]) that received butyrate supplementation in their drinking water (pattern not seen for the thymic or colonic Treg cells). Similar experiments with CNS1−/− mice (CNS1 being an intronic Foxp3 enhancer: animals have intact thymic differentiation, but they lack extrathymic Treg differentiation) revealed that this increase was not due to altered thymic output, but was due to increased extrathymic generation of this cell type. However, local provision of butyrate (and also acetate and propionate) was able to promote CNS1-dependent extrathymic generation of Tregs in the colonic epithelium. Furthermore, even though butyrate acts directly in the T cell promoting Treg differentiation, this SCFA has a bigger effect in the DCs, through HDAC inhibition, facilitating the generation of the Foxp3+ cells. Altogether, these pieces of information highlight the ability of SCFAs to modulate DCs and T cells toward a tolerogenic profile.

Zimmerman et al. (2012) demonstrated that butyrate was able to inhibit T cell proliferation (both CD4+ and CD8+ cells) in a dose-dependent manner. This inhibition was due to an increase of T cell death by Fas-dependent apoptosis. A low concentration of butyrate was able to increase the expression of Fas in T cells (both CD4+ and CD8+) by inhibiting HDACI enzymatic activity, which led to hyperacetylation of the Fas promoter. In humans, this T cell inhibition contributes to the anti-inflammatory effect of butyrate, since it acts together with a partial suppression of colonic inflammation by decreasing production of iNOS in colonic epithelial cells.

Park et al. (2015) reported that acetate, propionate, and butyrate support polarization of naive T cells into Th1, Th17, and Treg effector cells, this effect occurring through direct HDAC inhibition and independent of FFAR3/FFAR2. By incubating naive T cells in vitro with the SCFAs, the authors demonstrated that acetate (5–20 mM), propionate (0.5–1 mM), and butyrate (0.5 mM) increased polarization into Th17 cells, and when incubated with IL-12, also increased polarization into Th1 cells. However, even with higher expression of effector cytokines, the acetate-treated Th1 or Th17 cells did not show a high inflammatory profile in vivo. This is mainly explained by the fact that these cells produce high levels of IL-10 (a cytokine with regulatory activities on T cell responses) since SCFAs enhanced activation of STAT3, which coordinates the expression of cytokines, such as IL-10, IFN-γ, and IL-17. Moreover, administration of acetate in drinking water of mice did not change Th1 and Th17 balance in the absence of infection, but it changed this balance during infection with C. rodentium, while the infection itself decreased the number of IL-10-producing CD4+ T cells. As pointed out earlier, this effect of the SCFAs on T cells is associated with HDAC inhibition, which is independent of the FFAR3/FFAR2 receptors, since according to this study, T cells do not express FFAR3 and FFAR2 at functional levels.

16.4 REGULATION OF INFLAMMATION BY SCFAs

It has been shown that SCFAs induce significant anti-inflammatory effects and may have beneficial effects in chronic diseases such as inflammatory bowel disease, arthritis, asthma, and gout (Maslowski et al. 2009; Smith et al. 2013; Trompette et al. 2014). Administration of SCFAs to mice and humans alleviates certain inflammatory conditions (Harig et al. 1989; Maslowski et al. 2009; Chervonsky 2010). Therapeutic effects of SCFAs have been explored in patients with inflammatory bowel disease, especially with Crohn’s disease. Daily enteric administration of butyrate-induced clinical improvement and remission of disease and also decreased mucosal levels of NF-kB and IL-1β (Di Sabatino et al. 2005). In experimental murine models of colitis, treatment with butyrate reduced inflammation in the colon and attenuated neutrophil infiltration and proinflammatory cytokine release in the colonic mucosa, an effect that was also demonstrated with acetate treatment (Maslowski et al. 2009). Moreover, inflammatory responses are exacerbated in mice that lack the Ffar2 gene, and these mice show poor ability to resolve inflammation. This receptor, which
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is highly expressed by polymorphonuclear cells (neutrophils and eosinophils) and macrophages, seems to participate in the beneficial effects of SCFAs on colitis.

Most of the anti-inflammatory functions of SCFAs are associated with their ability to modulate inflammatory cell migration, ROS release, and cytokine production, as previously described. Recently, new mechanisms, including induction of apoptosis of inflammatory leukocytes and on activation of the inflammasome, have been demonstrated. Apoptosis is essential for the safe clearance of inflammatory cells, including neutrophils. This process is part of a series of cellular/tissue changes associated with the regulation/resolution of inflammation and minimization of tissue damage (Savill and Haslett 1995; Serhan et al. 2007). Efficient resolution of inflammation requires the shutting down of the production of proinflammatory factors (Perez et al. 2014; Serhan, Chiang, and Van Dyke 2008; Buckley et al. 2013). Apoptotic leukocytes sequester cytokines thereby limiting the release of proinflammatory signals that perpetuate an inflammatory response. In this context, it is important to highlight that butyrate (and also propionate) induce apoptosis of nonactivated and LPS- or TNF-α-activated neutrophils by caspase-8 and caspase-9 pathways (Aoyama, Kotani, and Usami 2010), an effect that may be relevant for the resolution of inflammation.

Inflammasome activation has been reported to be important for maintenance of gut epithelial integrity by ensuring repair and cell survival under stress conditions (Zaki et al. 2010a, b; Dupaul-Chicoine et al. 2010; Elinav et al. 2011; Hirota et al. 2011). Indeed, factors that trigger activation of the inflammasome in nonhematopoietic cells in the gut are essential for repair and intestinal homeostasis, especially through IL-18 production (Zaki et al. 2010b; Elinav et al. 2011). More recently, the molecular pathways by which SCFAs may promote protection to the gut epithelium in colitis were clarified (Macia et al. 2015). Acetate was found to activate the inflammasome in colonic epithelial cells thought mechanisms that involve mobilization of intracellular Ca^{2+}, membrane hyperpolarization, and K⁺ efflux (Macia et al. 2015). The mechanisms behind these effects involve the activation of FFAR2 and GPR109A in colonic cells, which leads to NLRP3 activation and release of IL-18, a cytokine that promotes epithelial repair and protection from colitis development.

16.5 SCFAs AND INFECTION

The microorganisms that colonize mucosal surfaces, which constitute the microbiota, contribute through several mechanisms toward the resistance against infections, including stimulation of the production of mucin and antimicrobial peptides by epithelial cells and immune system development and activation. Additionally, they limit the capacity of pathogens to colonize the tissue through, for example, generation of toxic metabolites derived from bile acid; physical and nutrient/metabolic competition; and production of antimicrobial molecules including bacteriocins (Stecher and Hardt 2008). Considering that, it is not a surprise that qualitative or quantitative changes in the microbiota have been associated with modifications in the resistance or susceptibility to certain pathogens. In this context, SCFAs, which, as highlighted before, are bacterial metabolites that present several effects on cells involved in the immune defense, may be a key link between microbiota and host resistance to pathogens. Additionally, pathogenic bacteria can also produce and release SCFAs, which under certain circumstances may act as a virulence factor. Some studies described changes in SCFA concentrations in infectious conditions including periodontitis, vaginosis, and intestinal infections, as described below.

Periodontitis, a chronic inflammatory disease induced by bacteria, is characterized by a weakening of the structure that gives support to the teeth, which may lead to tooth loss (Darveau 2010). There is some evidence in the literature that supports a role of the SCFAs in this condition. First, anaerobic periodontopathic bacteria including Aggregatibacter actinomycetemcomitans, Fusobacterium nucleatum, and Porphyromonas gingivalis produce high amounts of SCFAs (Abe 2012). Secondly, higher concentrations of SCFAs were described in the gingival crevicular fluid of individuals with periodontitis in comparison to individuals without periodontitis (Lu et al.
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Additionally, a reduction in their concentrations was observed after periodontitis treatment. Thirdly, direct application of SCFAs in the gingiva of healthy individuals causes a local inflammation, which may be relevant for the initiation of the infection (Niederman, Zhang, and Kashket 1997). Finally, in addition to their effects on leukocytes and epithelial cells, in vitro studies indicate that SCFAs modify the growth and function of gingival fibroblasts, an effect that may be relevant for the periodontal tissue healing (Chang, Huang, and Liou 2012).

An increase in the concentrations of SCFAs has also been found in other types of infections including anaerobic bacteria abscesses (Gorbach et al. 1976) and bacterial vaginosis (Al-Mushrif, Eley, and Jones 2000). This latter condition is defined as a dysbiosis of the vaginal microbiota and is characterized by local discomfort, elevation in vaginal pH, and unpleasant odor (Niederman, Zhang, and Kashket 1997; Spiegel, Amsel, and Holmes 1983). Bacterial vaginosis is accompanied by a reduction in lactobacilli (the dominant component of vaginal microbiota) and an increase of several other bacteria including Gardnerella, Prevotella, Bacteroides, and Mobiluncus spp., as recently reviewed (Aldunate et al. 2015). Concomitant with these changes, a shift in the pattern and amount of bacterial metabolites present in the vagina is observed. Specifically, a reduction in lactic acid and an increase in the concentrations of SCFAs, mainly acetate, but also propionate and butyrate, is observed (Al-Mushrif, Eley, and Jones 2000; Mirmonef et al. 2011; Chaudry et al. 2004). In this context, Chaudry et al. (2004) showed that the vaginal concentration of acetic acid is high in infected women and drops markedly after treatment. A role of these SCFAs in this condition has been suggested and SCFAs found in the genital tract of women with bacterial vaginosis inhibit monocyte chemotaxis in vitro, an effect that suggests that the SCFAs are an important factor in the early stages of the disease (Al-Mushrif, Eley, and Jones 2000).

The studies on periodontitis, anaerobic abscess, and bacterial vaginosis, despite being preliminary, indicate that a local increase in SCFA concentration is associated with an impaired function of immune cells. In this context, SCFAs can be seen as virulence factors produced directly by pathogenic bacteria or indirectly as a result of dysbiosis. However, an increase in SCFAs is not always associated with a worsening of the immune response. In some cases, as described below for some intestinal infections, an increase in SCFA concentrations seems to be beneficial for the host.

Fukuda et al. (2012) described that administration of certain strains of bifidobacteria protect mice against intestinal infection caused by enterohemorrhagic E. coli O157:H7. This effect was attributed to the production and release of acetate by bifidobacteria. Other SCFAs, such as butyrate, do not seem to have the beneficial effect of acetate, since in another study conducted with E. coli infection, an inverse relation between butyrate concentrations and resistance to infection was described (Zumbrun et al. 2013).

Pseudomembranous colitis is a disease associated with the intensive use of antibiotics and is caused primarily by Clostridium difficile toxins. The Gram-negative bacillus spore-forming C. difficile, which is resistant to various antimicrobial agents such as clindamycin, ampicillin, and third-generation cephalosporins, is normally found in the intestinal microbiota, but its numbers increase after depletion of other bacteria by antibiotic therapy (Chen et al. 2008). van Nood et al. (2013) showed that the infusion of stools from healthy donors to patients with recurrent C. difficile infection was significantly more effective for treatment (94%) than the use of vancomycin (31%) or vancomycin followed by intestinal washings (23%). In this context, the analysis of microbial diversity in the treated patients showed an increase in quantity of commensal bacteria after fecal infusion and resolution of the disease. It has been demonstrated that the depletion of microbiota components is associated with a drastic reduction in the intestinal concentrations of SCFAs, a fact that possibly contributes to the C. difficile infection, since SCFAs increase the production and release of antimicrobial peptides by epithelial cells, which inhibit C. difficile (Antharam et al. 2013; Schauber et al. 2003; Theriot et al. 2014).

Using a murine model of intestinal inflammation caused by C. rodentium, Kim et al. (2013) demonstrated that the SCFAs activate GPCRs, resulting in the rapid production of inflammatory
mediators and that knockout mice for FFAR2 resulted in lower production of these mediators and less activation of neutrophils and CD4+ T cells, which was associated with an increased loss of body mass and persistent infection.

Hung et al. (2013) showed that propionate directly reduces the expression of genes involved with Salmonella invasion of cells and inhibit the invasion of intestinal epithelial cells by this bacterium. Others showed that supplementation of drinking water of chickens with butyrate reduced cecum colonization with Salmonella enteritidis, an effect associated with enhancement in antimicrobial peptid production (Sunkara, Jiang, and Zhang 2012).

In addition to bacterial infections, it is possible that SCFAs affect susceptibility to viral infections. Graham et al. (2013) studied how SCFAs impact HIV expression in macrophages, which are known for being the first cell to be infected by HIV, and also for being an important reservoir for maintaining latent forms of the virus (Sharova et al. 2005), and found that butyrate (but not acetate or propionate) reduces the expression of HIV, while succinic acid had the opposite effect. Other studies indicate that some SCFAs induce epigenetic changes in cells that participate in the process of latent virus reactivation. Das et al. (2015) demonstrated that SCFAs (excluding acetic acid) stimulate transactivation and transcription of latent HIV-1 in T cells. Yu et al. (2014) showed that changes in gene expression caused by SCFAs during periodontitis infection also stimulate replication of the herpes virus associated with Kaposi's sarcoma in the oral cavity. In other study, reactivation of Epstein-Barr virus by butyrate was demonstrated. This latter effect was attributed to modifications of chromatin acetylation state, which are secondary to the inhibition of HDAC activity by butyrate (Daigle et al. 2010).

Taken together, the studies described above indicate that changes in SCFA concentrations may play an important role in the development of infectious conditions. However, the overall picture that emerges is inconsistent. In some studies, SCFAs act to increase resistance to infection, while in other studies, they show effects that increase susceptibility. Clearly, the nature of the infectious agent might be important in determining the observed effects. Other important factors might be the differences among experimental settings (host organism, in vivo versus in vitro model, used concentration of SCFAs and mode of delivery, site of infection, etc). Additionally in the defense against a specific pathogenic organism and which precise effects of SCFAs are connected to those mechanisms; SCFAs can enhance immune mechanisms that act against certain pathogens but suppress mechanisms that act against others. More studies are necessary in order to better identify the cellular mechanisms behind the effects of SCFAs on host defense and to better clarify how different SCFAs act towards infectious challenges in experimental animal systems and in humans.
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17.1 INTRODUCTION

T-cell–mediated high-grade and low-grade chronic inflammatory diseases, including obesity and its associated metabolic syndrome, are a global health problem [1–3]. Although pharmaceuticals such as nonsteroidal anti-inflammatory drugs (NSAIDs) and glucocorticoids are available for treatment of high-grade inflammation, they are expensive and often trigger serious side effects [4,5]. Given the high proportion of the population that is afflicted by chronic inflammation, it is important to identify innocuous anti-inflammatory dietary compounds that could ameliorate inflammation and improve overall health in the population. Mounting evidence suggests that n-3 polyunsaturated fatty acids (PUFAs), found in oily fish and fish oil supplements, offer great potential as anti-inflammatory agents or as adjunctive therapies with established drugs [6–18]. The primary bioactive n-3 PUFAs are thought to be eicosapentaenoic acid (EPA, 20:5n-3) and docosahexaenoic acid (DHA, 22:6n-3), which have been shown to attenuate inflammatory responses, biomarkers, and mortality in preclinical models [19–22] and humans [6–17]. From an immunological perspective, the anti-inflammatory properties of EPA and DHA include effects on mediators of both the innate immune response [23–26] and the adaptive immune response. In this chapter, we will review the anti-inflammatory and immunomodulatory mechanisms by which n-3 PUFAs influence T-cell responses.

17.2 T-CELL RESPONSES AND INFLAMMATION

Inflammation is a critical component in the defense of the human host against microbial pathogens and in response to internal danger signals. By creating a microenvironment to eliminate harmful pathogens or damaged cells, the host can then initiate tissue repair and restoration of normal function. Inflammation is characterized by the five classical signs of heat, redness,
swelling, pain, and loss of function, and is a complex process involving many cell types and biochemical mediators. Inflammation is an essential feature of both the innate and adaptive immune responses. Although acute inflammation is critical in the host’s response against harmful stimuli, unresolved or chronic inflammation can lead to diseases such as rheumatoid arthritis (RA), inflammatory bowel diseases (IBDs), obesity and its related metabolic syndrome, and even cancer. Thus, understanding the contributions of inflammation to the etiology of these diseases, and elucidating the mechanisms by which dietary bioactives can modulate these inflammatory responses are essential prerequisites to the use of diet to treat various chronic inflammatory conditions.

T lymphocytes circulate around the body to survey for foreign antigens and target them for destruction. However, under certain pathophysiological conditions such as autoimmune diseases, the adaptive immune system is unable to differentiate between self and foreign antigens, resulting in aberrant T lymphocyte activation and responses. This could manifest itself in autoimmune diseases such as IBDs (i.e., Crohn’s disease, ulcerative colitis [27], and RA). The adaptive immune system is comprised principally of two cell types: (i) B lymphocytes, which are responsible for antibody-mediated (humoral) immunity; and (ii) T lymphocytes, which are responsible for the regulation of humoral and cell-mediated immunity. T lymphocytes can be separated into cytotoxic T lymphocytes (CD8+ or Tc lymphocytes) and helper T lymphocytes (CD4+ or Th lymphocytes). While CD8+ T lymphocytes play an important role in host defense and autoimmune disease, CD4+ T lymphocytes can further differentiate into several unique effector cell types (Th1, Th2, Treg, Th17, etc.), which may have opposing roles in autoimmune and chronic inflammatory diseases [28].

17.3 n-3 POLYUNSATURATED FATTY ACIDS

n-3 PUFAs are characterized by the location of the last double bond in the acyl chain being three carbons from the terminal methyl group. n-3 PUFAs can be synthesized by first converting n-6 PUFA linoleic acid (LA, 18:2n-6) to α-linolenic acid (ALA, 18:3n-3), a step that is catalyzed by the D15-desaturase. ALA is then elongated and desaturated to synthesize EPA and DHA (Figure 17.1).
Even though humans express the desaturases and elongases required for the conversion of ALA into EPA and DHA [31], they lack the D15-desaturase to generate ALA [32–34]. Furthermore, analysis of adult human plasma revealed that only 0.2% of plasma ALA was converted into EPA [31], thus, EPA and DHA are poorly synthesized in humans and must be acquired through diet. Fatty, cold-water fish accumulate EPA and DHA by ingestion of zooplankton and phytoplankton, and they offer one of the main dietary sources of the n-3 PUFAs EPA and DHA.

Human studies have provided a wealth of evidence demonstrating the anti-inflammatory effects of n-3 PUFAs (reviewed in [30,35]). For example, clinical studies have shown n-3 PUFA efficacy in the treatment of patients with ulcerative colitis [36–39] and Crohn’s disease [6,40]. n-3 PUFAs have also been shown to reduce disease symptoms and severity in patients with RA [41,42]. Finally, treatment with EPA and DHA reduced adipose tissue and systemic inflammation in severely obese, nondiabetic patients [10]. Although these studies have demonstrated beneficial effects of n-3 PUFA intake, data from the analysis of the U.S. National Health and Nutrition Examination Survey suggested that the U.S. population consumed 0.15 ± 0.03 oz/day of fish high in n-3 PUFAs, with the mean consumption of EPA and DHA at 23 ± 7 mg and 63 mg ± 2 mg/day, respectively [43]. The American Heart Association recommends more than two 3.5 oz servings of (oily) fish per week [44], while the Dietary Guidelines for Americans suggest 8 oz of fish per week, with approximately 250 mg per day of EPA and DHA [45]. Clearly, fish and n-3 PUFA consumption in the U.S. are insufficient, and boosting fish oil intake may be one strategy in the complementary and alternative medicine armamentarium to combat chronic inflammation.

17.4 n-3 PUFA AND PHOSPHOLIPIDS: MEMBRANE EFFECTS

EPA and DHA are incorporated into the two major classes of phospholipids in the plasma membrane, phosphatidylethanolamine and phosphatidylcholine, mainly at the sn-2 position [46,47]. It has been demonstrated that DHA is highly disordered, adopting various conformations on the subnanosecond time scale [48,49]. By eliminating the double bond of DHA (22:6Δ4,7,10,13,16,19) at the n-3 position to generate n-6 docosapentaenoic acid (DPA, 22:5Δ4,7,10,13,16), the chain dynamics of the fatty acid were reduced [48], demonstrating that the unsaturation at the n-3 position gave unique biophysical properties to EPA and DHA when incorporated into the phospholipids (Figure 17.2).

Studies conducted on human peripheral blood mononuclear cells have suggested that the incorporation of n-3 PUFAs into the plasma membrane alters T-cell activation and IL-2 production [50,51]. More mechanistic studies probing the effects of n-3 PUFAs on CD4+ T-cells have utilized mouse models and immortalized cell lines. When the T-cell receptor on the CD4+ T-cell recognizes a foreign antigen in the major histocompatibility class II on an antigen-presenting cell, major proteomic

![FIGURE 17.2](See color insert.) Phospholipid-membrane effects of n-3 PUFA. When highly unsaturated EPA and DHA incorporate into plasma membrane phospholipids, they modify the lateral organization of the lipid bilayer. This results in an alteration in the size/stability of lipid rafts in the plasma membrane, perturbing membrane-regulated signal transduction.
and lipidomic rearrangement occurs at the contact site, creating a supramolecular complex termed the immunological synapse (IS). At the IS, proteins participating in T-cell signaling are enriched to form the central supramolecular activation cluster (cSMAC). Adhesion proteins form the peripheral supramolecular activation cluster (pSMAC) to stabilize the IS formation [52,53]. Additional proteins that can abrogate T-cell activation, such as phosphatases, are excluded from the cSMAC and pSMAC. At the IS, tyrosine kinases Lck and ZAP70 are activated and subsequently phosphorylate the adaptor protein linker for activation of T-cells (LAT), leading to the assembly of the signalosome [54]. The formation and stability of the IS are intimately linked to the actin cytoskeleton [55–57]. T-cell activation can be abolished by disrupting the actin cytoskeleton, highlighting its importance [58–61]. A second important contribution to T-cell activation comes from the lipid-lipid interactions at the plasma membrane. Upon T-cell activation, lipid rafts, nanoscale regions of the plasma membrane enriched with cholesterol, sphingolipids, and saturated fatty acids, accumulate at the IS [47,62–64]. Disruption of lipid rafts with various agents, including methyl-β-cyclodextrin [65], 7-ketocholesterol [66], or n-3 PUFAs such as EPA [discussed below, 62], suppresses T-cell activation.

As described above, the unsaturation at the n-3 position of EPA and DHA gives these long-chain n-3 PUFAs unique biophysical properties when incorporated into the plasma membrane. For example, the highly disordered nature of DHA results in distinct nonraft DHA domains, which could modify the lateral organization of the plasma membrane [67,68]. It is worth noting that the nonraft DHA domain is distinct from lipid rafts due to the highly flexible DHA, which is incompatible with the rigidity of sphingolipids and cholesterol. Experimental evidence from nuclear magnetic resonance (NMR) data supports this model, since EPA and DHA are incorporated into both raft and nonraft domains in a phosphatidylethanolamine/sphingomyelin/cholesterol membrane mixture [69]. Similar results have also been observed in vivo by analyzing phospholipids of CD4+ T-cells after isolating the detergent-resistant and soluble membrane fractions [46,47], as well as utilizing lipid-sensitive fluorescent probes [64,70].

Because of the flexibility of n-3 PUFAs, phospholipids containing them are incompatible with the rigid cholesterol. This results in the aggregation of cholesterol in the plasma membrane and the segregation of lipid rafts from the bulk membrane [71]. Thus, one effect of EPA and DHA on lipid rafts is an increase in the size of these nanoscale domains, which have been demonstrated in various cell types such as HEK cells, CD4+ T-cells, and B-cells [64,72,73]. This perturbation in size of lipid rafts leads to alterations in the cellular signaling required for CD4+ T-cell activation and differentiation. Indeed, it has been demonstrated that n-3 PUFAs can alter the size and/or stability of lipid rafts in CD4+ T-cells [46,47,62,64,70], and therefore, downstream T-cell activation. Studies in immortalized Jurkat T-cells demonstrated that n-3 PUFAs changed the localization of signaling proteins necessary for T-cell activation, such as the Src family kinases Lck and Fyn [74], and LAT [75], from detergent-resistant membrane fractions. Using n-3 PUFA-enriched mouse CD4+ T-cells, it was also shown that recruitment and activation of signaling proteins such as PKCγ, LAT, Fas, PLC-γ1, and F-actin were altered [46,64]. Suppression of these early signaling events by n-3 PUFAs results in inhibition of downstream activation signaling in CD4+ T-cells (Figure 17.3a), including mitochondrial translocation [76], IL-2 secretion [46,77–81], and lymphoproliferation [64,78,82].

As mentioned above, IS formation requires tight regulation of the actin cytoskeleton [55–57]. Both lipid-lipid interactions and lipid-protein interactions (i.e., membrane-actin cytoskeleton interactions) contribute to T-cell activation and the formation of the IS. n-3 PUFAs can directly perturb the membrane-actin cytoskeleton (i.e., lipid-protein) interactions by depleting the overall level of PI (4,5)P2 in CD4+ T-cells, resulting in decreased actin cytoskeletal rearrangement upon T-cell activation [83]. The suppressive actin cytoskeletal rearrangement can be rescued by exogenous incubation of n-3 PUFA-enriched CD4+ T-cells with PI (4, 5)P2. It is interesting to note that colonocytes enriched with n-3 PUFAs also exhibited suppressive activation of cytoskeletal remodeling proteins such as PLC-γ1, Rcl, and Cdc42 [84], suggesting that perturbation of membrane-actin cytoskeleton interactions by n-3 PUFAs may occur in other cell types.
Upon T-cell activation, CD4+ T-cells can differentiate into proinflammatory (Th1 and Th17) and anti-inflammatory (Th2 and Treg) effector subsets in the presence of various cytokines [28]. These effector subsets are typically identified by their master transcriptional regulators and by the cytokines they release into the surrounding microenvironment [28]. In regard to the proinflammatory subsets, numerous reports have demonstrated the suppressive effects of n-3 PUFAs on Th1 [19,21,85–92] and Th17 [19,21,87,93–95] differentiation (Figure 17.3b). The influences of n-3 PUFAs on Th2 [85–88] and Treg differentiation [94,96,97] are not as conclusive. Not surprisingly, CD4+ T-cell differentiation has been linked to plasma membrane properties. Disrupting CD4+ T-cell lipid rafts using methyl-β-cyclodextrin suppressed Ca2+ influx upon antigen stimulation in Th1, but not Th2, cells [98]. This may be due, in part, to the different IS architecture between Th1 and Th2 cells. For example, the Th1 IS is characterized by the bull’s-eye pattern of the cSMAC surrounded by the pSMAC, while the Th2 IS is multifocal and dependent on the concentration of antigens [99].

Human CD4+ T-cells can also be categorized by their plasma membrane lipid order. Using the probe di-4-ANEPPDHQ, which changes its fluorescence intensities at 570 nm and 620 nm based on the lipid order of its membrane microenvironment, human CD4+ T-cells can be classified as low, intermediate, or high lipid order [100]. Lipid order was associated with a specific effector CD4+ T-cell subset. CD4+ T-cells with intermediate membrane order were associated with IFN-γ production (i.e., Th1 phenotype), while high membrane order was associated with IL-4
production (i.e., Th2 phenotype). Culturing CD4+ T-cells in Th1- or Th2-polarizing conditions can also dictate the membrane order; culturing CD4+ T-cells under Th1 conditions results in intermediate membrane order, while culturing under Th2 conditions results in high membrane order. By reducing the membrane order with 7-ketocholesterol, the number of CD4+ T-cells producing IFN-γ (Th1 cytokine) was increased, indicative of a switch from Th2 (high order) to Th1 (intermediate order) cells. Changes in the membrane phospholipids in CD4+ T-cells can also be observed in clinical pathology. Human patients with systemic lupus erythematosus, Sjogren’s Syndrome, or RA have an increased population of intermediate membrane order CD4+ T-cells, which is associated with the proinflammatory, IFN-γ-producing CD4+ Th1 cells [100,101]. The other proinflammatory CD4+ T effector subset, Th17, is also known to be affected by membrane order. Decreasing glycosphingolipid, a lipid known to be associated with lipid rafts, in CD4+ T-cells resulted in reduced Th17 differentiation [102]. These studies highlight the importance of the plasma membrane in regulating CD4+ T-cell differentiation, and reveal the biochemical mechanism by which phospholipids containing n-3 PUFAs can suppress CD4+ T-cell differentiation.

As one example, the suppression of Th17 CD4+ T-cell differentiation by n-3 PUFAs involves the IL-6-gp130-STAT3 signaling axis. This signaling pathway, consisting of a hexamic signaling complex composed of two IL-6 bound to two membrane-bound IL-6 receptors (mIL-6R) and two glycoprotein 130 (gp130) leads to the phosphorylation of STAT3 and activation of the master regulator of Th17, RORγt. Activation of this pathway regulates the earliest events in Th17 cell differentiation [103–108]. Initial reports demonstrated that n-3 PUFAs suppressed phosphorylation of STAT3 and activation of RORγt CD4+ T-cells [95,109]. This led to the hypothesis that the IL-6-gp130-STAT3 signaling axis was perturbed by n-3 PUFAs, since IL-6R and gp130 were found to associate with lipid rafts. Cholesterol regulated the localization of IL-6R at the plasma membrane [110], while gp130 was localized in lipid rafts of kidney [111] and neuroepithelial [112] cell plasma membranes. n-3 PUFAs decreased surface expression of IL-6R and the association of gp130 with lipid rafts, reducing homodimerization of gp130 and causing decreased downstream STAT3 phosphorylation [93]. This study demonstrated that membrane perturbation induced by n-3 PUFAs suppressed Th17 differentiation by downregulating the IL6-gp130-STAT3 pathway.

17.5 PUFAs AND EICOSANOIDS

Eicosanoids are lipid mediators primarily synthesized from the n-6 PUFA arachidonic acid (AA, 20:4n-6) during an inflammatory response. AA is first released from the membrane phospholipids by phospholipase A2, and then the free AA becomes the substrate for either cyclooxygenase (COX) to form prostaglandins, lipooxygenase enzymes (LOX) to form 5-, 12-, or 15-hydroxyeicosatetraenoic acids and leukotrienes, or cytochrome P450 enzymes to form additional spell out (HETEs). These eicosanoids are synthesized by immune cells such as neutrophils, macrophages, and lymphocytes to act in a paracrine fashion, and are important in the development and resolution of an effective inflammatory response [113–115]. Pharmaceuticals have been developed to block these pathways to combat hyperactive inflammation (e.g. aspirin [116]). Prostaglandin E2 (PGE2) is thought to suppress CD4+ T-cell activation and proliferation. Additionally, PGE2 has been shown to regulate the Th1/Th2 balance by inhibiting Th1, and promoting Th2 cytokines [117–120]. PGE2 also has been shown to enhance the induction and differentiation of the Treg subset [121], suggesting that PGE2 overall exerts an anti-inflammatory effect on CD4+ T-cells. Recently, however, it has been suggested that the concentration of PGE2 may dictate its pro- and anti-inflammatory effects. Nanomolar concentrations of PGE2 have been shown to promote Th1 and Th17 differentiation [122,123] through the EP2 and EP4 receptors [123]. Blocking the EP4 receptor with an antagonist suppressed Th1 and Th17 differentiation in mouse models of two inflammatory diseases, contact hypersensitivity and experimental autoimmune encephalomyelitis [123]. These observations highlight the complex roles of eicosanoids in regulating CD4+ T-cell activation and differentiation.
Omega-3 Fatty Acids and T-Cell Responses

EPA and DHA have been demonstrated to suppress the synthesis of AA-derived eicosanoids in animal [124–126] and human studies [50,127–131]. One mechanism by which n-3 PUFAs suppress AA-derived eicosanoids is through direct competition with the enzymes that synthesize AA-derived eicosanoids (Figure 17.4). Since EPA is also a 20-carbon PUFA, it can be a substrate for COX, LOX, and cytochrome P450 enzymes to produce alternative mediators. For example, EPA is converted to PGE₃ by the COX enzyme, resulting in a lipid mediator that is less bioactive compared to PGE₂ [132–134] due to decreased affinity for its receptors [135]. Very little research has been conducted on the effects of these “alternative” eicosanoids on CD4⁺ T-cell activation and differentiation.

Current research supports conflicting views with respect to eicosanoids produced from AA versus EPA. Some have reported that the effects of n-3 PUFAs on CD4⁺ T-cell proliferation is independent of the shift in eicosanoid species [136–138], while others have shown a more suppressive effect of EPA-derived PGE₃ [139]. One study demonstrated that PGE₃ was equipotent to PGE₂ in suppressing the Th1 cytokines IL-2 and IFN-γ [131], suggesting that the effects of n-3 PUFAs on CD4⁺ T-cell proliferation and differentiation may not be due to alternative eicosanoids.

17.6 n-3 PUFA AND PRO-RESOLVING LIPID MEDIATORS

One of the latest discoveries in the field of n-3 PUFAs and immunity is the new class of lipid mediators produced from EPA, the E-series resolvins, and from DHA, the D-series resolvins and protectins (Figure 17.5) [140]. These specialized pro-resolving lipid mediators (SPM) are derived from the COX and LOX pathways, with alternative epimers synthesized in the presence of aspirin [141,142]. These compounds were first described as lipid mediators that participate in the anti-inflammatory and pro-resolving phase of the immune response by suppressing leukocyte activation and reducing leukocyte recruitment and infiltration to the site of inflammation [140].
Resolvins and protectins have been shown in mouse models of inflammatory diseases to be protective (reviewed in [140]); however, the direct effect of these SPMs on CD4+ T-cell proliferation and differentiation has not been established. One report demonstrated that human T-cells skewed toward a Th2-, but not Th1-phenotype synthesized protectin D1 (PD1) from DHA using the enzyme 15-lipoxygenase 1 [143]. PD1 was able to suppress the migration of T- and B-cells in a mouse model of peritonitis [143], and to inhibit the secretion of TNF-α and IFN-γ upon stimulation of human peripheral blood mononuclear cells with anti-CD3 and anti-CD28 [143]. On the cellular level, PD1 promoted the aggregation of Fas ligand and lipid rafts in human T-cells, resulting in induction of apoptosis [143]. Collectively, these results demonstrate an additional mechanism by which n-3 PUFAs such as DHA may affect T-cell biology. However, more studies are required to further demonstrate if, and how, these SPMs may affect T-cell activation and differentiation. One study of healthy volunteers fed seven capsules of Lovaza three times a day (17.6 g/day of n-3 PUFAs consisting of 9.7 g/day of EPA and 7.9 g/day of DHA) for approximately 24 days failed to detect these SPMs upon an acute challenge with lipopolysaccharide, suggesting that SPMs do not appear to be modulated by dietary n-3 PUFAs [144].

17.7 n-3 PUFA S AND NUCLEAR RECEPTORS

The best-characterized nuclear receptor that is activated by n-3 PUFA s is peroxisome proliferator-activated receptor-γ (PPARγ). CD4+ T-cells isolated from PPARγ knockout mice exhibited an increase in IFN-γ secretion and lymphoproliferation upon activation [145]. In addition, the differentiation of anti-inflammatory Treg cells was suppressed in PPARγ-null CD4+ T-cells, demonstrating that activation of PPARγ can exert anti-inflammatory effects. X-ray crystallography studies revealed that 4-oxodocosahexaenoic acid was a potent activator of PPARγ [146]. The nonoxidized versions of n-3 PUFA s themselves have been shown to activate PPARγ, but in the micromolar range [147,148]. In a mouse model of mismatched cardiac allograft, where Treg cells are important for the maintenance of transplant tolerance, administration of EPA on the day of the transplantation increased the Treg population in the recipient mouse, resulting in prolonged graft survival [145]. The administration of bisphenol A diglycidyl ether, a PPARγ antagonist, blocked the protective effect of EPA, suggesting a PPARγ-dependent mechanism [149]. In the mouse model of experimental autoimmune encephalomyelitis (EAE), a disease model involving T-cell components [150], EPA ameliorated the severity of EAE and decreased the proinflammatory cytokines IFN-γ and IL-17 produced by CD4+ T-cells isolated from the central nervous system [150]. EPA also induced PPARγ mRNA expression in CNS-infiltrating CD4+ T-cells, suggesting the involvement of PPARγ. Additional nuclear receptors that can be activated or inhibited by n-3 PUFA s to control CD4+ T-cell activation and differentiation have yet to be characterized.

17.8 n-3 PUFA S AND AUTOIMMUNE DISEASES

IBDs are inflammatory conditions affecting the gastrointestinal tract, with Crohn’s disease and ulcerative colitis being the major types. While Crohn’s disease may manifest in any part of the gastrointestinal tract, ulcerative colitis is restricted to the colon. CD4+ T-cell effector subsets are important in the pathogenesis of these diseases; Th1 and Th17 subsets have been implicated in the development of IBDs [151]. Additionally, proinflammatory eicosanoids have been detected in the intestinal mucosa of human patients with IBD [152,153]. Similarly, RA is an autoimmune disease characterized by recruitment of CD4+ T-cells and increased proinflammatory cytokines [154]. Given that n-3 PUFA s can suppress Th1 and Th17 differentiation, as well as alter the eicosanoid profiles, n-3 PUFA s may be beneficial for the treatment of IBDs and RA.

In animal models of IBDs (mainly colitis models), n-3 PUFA s had beneficial effects on symptoms of colitis. For example, colonic injury and inflammation were reduced by n-3 PUFA s...
The beneficial effects of n-3 PUFAs were attributed to suppression of Th1 and Th17 differentiation \[19,21,109,157\]; decreased secretion of proinflammatory cytokines such as TNF-\(\alpha\), IFN-\(\gamma\), IL-1\(\beta\), IL-6, IL-12, and IL-18, and of lipid mediators such as PGE\(_2\) and leukotriene B\(_4\) (LTB\(_4\)); and lowered expression of iNOS \[155,156,158–163\]. In addition, n-3 PUFAs also increased synthesis of anti-inflammatory lipid mediators such as resolvin D1, resolvin D2, and maresin 1 \[159–161\]. These animal studies highlight the efficacy of n-3 PUFAs in treating IBDs and the pleotropic mechanisms by which n-3 PUFAs suppress gastrointestinal inflammation. Although some clinical studies have demonstrated beneficial effects of n-3 PUFAs on IBDs \[15,17,40\], meta-analyses have found either no effect \[164\] or inconclusive results \[165\]. It is difficult to compare clinical studies due to many variables such as the dose of n-3 PUFAs used, the EPA and DHA content, and the preparation and formulation of n-3 PUFAs.

Similar to animal models of IBDs, rodent studies also demonstrated the beneficial effects of n-3 PUFAs on RA symptoms \[166,167\]. EPA and DHA reduced symptoms of arthritis induced by collagen, accompanied by the decrease in proinflammatory cytokines IL-1\(\beta\) and IFN-\(\gamma\) and the increase in the Th2 cytokines IL-10, IL-13, all suggestive of a suppression in the proinflammatory Th1 CD4\(^+\) T-cell subsets. Clinical studies in RA patients have documented the ability of n-3 PUFAs to relieve symptoms and reduce the levels of proinflammatory cytokines \[168,169\]. Although one meta-analysis has concluded that n-3 PUFAs may be effective in alleviating symptoms of RA \[170\], more carefully designed, larger clinical studies need to be conducted to prove conclusively that n-3 PUFAs are effective in treating autoimmune and inflammatory diseases such as IBD and RA.

### 17.9 n-3 PUFAs AND INFECTION

In general, n-3 PUFAs exert their anti-inflammatory effects by suppressing CD4\(^+\) T-cell activation and differentiation into proinflammatory CD4\(^+\) T-cell effector subsets. Thus, it might be expected that n-3 PUFAs would be detrimental to host resistance to infectious diseases, which require pro-inflammatory effector subsets of CD4\(^+\) T-cells. In a guinea pig model of infection with virulent *Mycobacterium tuberculosis*, n-3 PUFAs suppressed delayed-type hypersensitivity as measured by the skin test response induced by purified protein derivative of tuberculin (PPD) \[171\]. Splenocytes isolated from guinea pigs fed n-3 PUFAs for 3 weeks exhibited a reduction in IFN-\(\gamma\) and a concomitant increase in TGF-\(\beta\) mRNA expression levels upon PPD stimulation. Furthermore, guinea pigs fed an n-3 PUFA–enriched diet had significantly higher bacillary loads in the lungs after a low-dose pulmonary challenge with virulent *M. tuberculosis* \[171\]. The detrimental impact of dietary n-3 PUFAs on resistance to *M. tuberculosis* infection was also recapitulated in a mouse model that can genetically synthesize n-3 PUFAs \[172\].

Using SMAD3\(^{-/-}\) mice exposed to *Helicobacter hepaticus* as a model of colitis, high doses of dietary fish oil (2.25%–6%) exacerbated colonic inflammation and increased postinfection mortality \[97\]. One study using the dextran sulphate sodium induction of colitis in mice also suggested a detrimental effect of n-3 PUFAs, possibly through modulation of the adiponectin signaling \[173\]. These studies highlight the immunosuppressive effects of n-3 PUFAs, and the importance of determining the best doses of n-3 PUFAs to impact inflammatory diseases without influencing infection risk.

### 17.10 CONCLUDING COMMENTS

The n-3 PUFAs EPA and DHA alter differentiation and function of CD4\(^+\) T-cells, helping to attenuate inflammation. That n-3 PUFAs are anti-inflammatory is well demonstrated in numerous animal models and in human patients. A number of mechanisms of action by which n-3 PUFAs affect T-cells have been elucidated, many of them involving alterations in membrane composition and in
membrane functionality in response to signals. Many questions remain to be answered with regard to how n-3 PUFAs alter CD4+ T-cell biology and the impact that this can have on human inflammatory disease and on susceptibility to infection. Among these questions are:

1. Do EPA and DHA affect CD4+ T-cells to the same degree and by the same molecular mechanisms? Biophysical studies suggest that EPA and DHA differentially perturb the plasma membrane [67,69], and biochemical analyses have shown that EPA and DHA generate distinct metabolites [140]. Thus, the contribution from each individual n-3 PUFA needs to be assessed to understand the relative contributions of EPA and DHA to the treatment of inflammatory diseases.

2. Can n-3 PUFAs be used in combination with other bioactive nutraceuticals to enhance the anti-inflammatory effects? Previous studies have shown that n-3 PUFAs and curcumin, a curcuminoid found in the Indian spice turmeric, reduce proliferation of CD4+ T-cells [174] and suppress colonic inflammation by suppressing the proinflammatory transcription regulator NF-κB [175]. This is an example of how nutrients can act in combination in order to modulate T-cell–induced inflammation. Therefore, additional studies should be carried out to elucidate how other anti-inflammatory compounds function in combination to modulate T-cell biology and inflammation.

3. Do n-3 PUFAs suppress the differentiation and activation of other CD4+ T-cell effector subsets, such as Th9 and Th22 cells [176], and modulate their roles in inflammatory diseases?

In summary, although a wealth of studies has demonstrated the usefulness of n-3 PUFAs in targeting CD4+ T-cells to exert anti-inflammatory effects on a series of animal models of inflammatory disorders, clinical studies have yet to yield conclusive results supporting the efficacy of these bioactive molecules. This highlights the need to better understand not only the biochemical and biophysical mechanisms by which n-3 PUFAs affect CD4+ T-cell biology, but also the cellular and physiological mechanisms by which these dietary bioactives work in a pleotropic fashion.
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18.1 HOST CONTROL OF INFLAMMATION

Inflammation is a protective mechanism initiated following injury or infection that serves to clear invading agents and restore tissue homeostasis. In the initial stages of an inflammatory response, proinflammatory lipid mediators derived from arachidonic acid (AA), including the prostaglandins (PGs) and leukotrienes (LTs), play an essential role to mount the inflammatory response (Palmblad et al. 1988). A controlled inflammatory reaction and its complete termination (termed resolution) are essential for ongoing health. However, excessive inflammation can become deleterious to the host and can progress to chronic inflammation, tissue scarring, and fibrosis. Indeed, uncontrolled inflammation is a hallmark of multiple pathologies, including atherosclerosis and arthritis (Nathan and Ding 2010). This leads to the notion that chronic inflammation could be associated not only with excessive production of proinflammatory mediators but also attributed to a defect in endogenous anti-inflammatory pathways.

Contrary to initial belief, an acute inflammatory response does not simply dissipate due to dilution/degradation of proinflammatory mediators. Extensive work over the last two decades now indicates that the resolving phase of inflammation is not a passive process, but actively “turns-off” via the biosynthesis of endogenous anti-inflammatory and proresolving mediators (Gilroy et al. 2004; Serhan and Savill 2005). By definition, a proresolving mediator is not equivalent to an anti-inflammatory mediator. Anti-inflammatory agents typically block mediators or enzymes involved in the initiation of an inflammatory response whereas proresolving mediators stimulate and activate endogenous pathways that regulate cellular trafficking and enhance tissue restoration to accelerate
resolution. Compared to current anti-inflammatories that typically target the initiation phase of the immune response, new therapeutics based on proresolving mediators would accelerate the healing process and the regain of physiological tissue function.

Proresolving mediators are chemically distinct and include proteins (e.g., annexin A1) and peptides (Dalli et al. 2013a), gaseous mediators (e.g., hydrogen sulfide [Caliendo et al. 2010] and carbon monoxide [Dalli et al. 2015; Chiang et al. 2013]), a purine (adenosine [Ehrentraut et al. 2013]), neuromodulator release under the control of the vagus nerve (Mirakaj et al. 2014; Pavlov and Tracey 2012) as well as specialized proresolving lipid mediators (SPMs, i.e., lipoxins, resolvins, protectins, and maresins) (Norling and Serhan 2010). SPMs are the focus of this chapter. Herein, we discuss how SPMs activate innate host defense mechanisms to limit the magnitude of inflammation, contain and efficiently clear microbes, and initiate timely resolution. For comprehensive literature on other important aspects of SPM biology including anti-analgesic actions and wound-repair mechanisms, see recent reviews (Serhan 2014; Serhan, Chiang, and Dalli 2015).

18.2 DISCOVERY AND BIOSYNTHESIS OF NOVEL OMEGA-3 DERIVED LIPID MEDIATORS

Inflammatory exudates were collected from mice during the natural resolution phase of inflammation and profiled for novel lipid mediators using metabololipidomic analyses. A number of autacoids coined specialized proresolving mediators (SPMs) that possess potent anti-inflammatory, proresolving, and protective properties were discovered. These include the omega-3 fatty acid–derived resolvins and protectins as well as the more recently identified maresins. Each of these unique stereospecific mediators is actively generated either within a single cell type (if all the enzymes required for the biosynthesis are expressed) or in some instances via transcellular enzymatic pathways (where one cell makes and releases a component of the biosynthetic cascade that is utilized by a second cell to generate the final product).

The omega-3 fatty acids EPA and DHA are substrates for the biosynthesis of most SPMs.

The generation of resolvins derived DHA, denoted D series resolvins (RvD), involves sequential enzymatic transformations of the substrate. Initially, DHA is converted to 17S-hydroperoxy docosahexaenoic acid (17S-H(p)DHA) by 15-lipoxygenase type I (15-LO) in humans and 12/15-LO in mice. This pivotal biosynthetic intermediate can subsequently be transformed via 5-LO to several chemically distinct bioactive compounds, including RvD1-RvD6 (Figure 18.1). Neutrophils express high levels of 5-LO and are a cellular source of these biosynthetic compounds. Indeed, isolated human neutrophils (with approximately 95% purity, 1% eosinophils, 4% mononuclear cells) can generate RvD2 when incubated with DHA, which was demonstrated using deuterium labeling for tracking the substrate conversion by liquid chromatography tandem mass spectrometry (LC-MS-MS) (Spite et al. 2009). Following 3 weeks of dietary omega-3 fatty acid supplementation, physiologically active levels of the D-series resolvin precursor 17R/S-HDHA together with RvD1 and RvD2 are detected within the plasma of healthy individuals (Mas et al. 2012). Oily fish such as Atlantic salmon are a good source of omega-3 fatty acids and can generate resolvins endogenously, but these are degraded during cooking (Raatz et al. 2011).

Protectin D1 (PD1) was appropriately named from its observed anti-inflammatory and protective actions in neural tissues and systems (Hong et al. 2003). This SPM is distinguished by the presence of a conjugated triene containing structure (Serhan et al. 2006). Somewhat surprisingly, eosinophils, which are traditionally associated with allergic diseases or parasitic infections, have proved to have an important role in the resolution of acute inflammation and to be a source of PD1 biosynthesis from DHA via 12/15-LO (Yamada et al. 2011) (Figure 18.1). Accordingly, when these cells were depleted during acute murine peritonitis the resultant phenotype was a failure to
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efficiently resolve the inflammation (Yamada et al. 2011). During the resolution of murine peritonitis, both 17S-HDHA, a known marker of D-series resolvin and protectin biosynthesis, as well as 14S-HDHA accumulated in exudates from endogenous DHA (Serhan et al. 2009). These findings suggested that 14S-HDHA could be an intermediate in a new biosynthetic pathway for SPMs. Resolution-phase macrophages attested to be important in the generation of a novel class of SPMs named maresins (macrophage mediator in resolving inflammation). These include maresin (MaR) 1 (7R, 14S-dihydroxy-docosa-4Z, 8, 10, 12, 16Z, 19Z-hexaenoic acid) (Serhan et al. 2009) and MaR2 (13R, 14S-diHDHA) (Deng et al. 2014). Another biosynthetic route for maresin generation was recently uncovered during human platelet–neutrophil interactions, with platelet 12-LO yielding 13S, 14S-diHDHA that is further transformed by neutrophils to MaR1 (Abdulnour et al. 2014) (Figure 18.1).

Resolvins are also derived from EPA, denoted E-series resolvins (RvE), which involves oxygenation of EPA via cytochrome P450 to produce an intermediate that can be reduced into 18R-hydroxy eicosapentaenoic acid (18R-HEPE). This intermediate can subsequently be transformed by 5-LO rich cells, such as neutrophils to generate RvE1 or RvE2 (Figure 18.2). Importantly, bioactive concentrations of RvE1 are detected in plasma of healthy volunteers 4 hours after fish oil supplementation (1 g EPA and 0.7 g DHA) followed by low dose (160 mg) aspirin (Arita et al. 2005). Even without omega-3 fatty acid supplementation, RvE2 can be detected in plasma of healthy volunteers in the range of 0.53–3.72 ng/mL (Oh et al. 2012). Recent studies indicate that in addition to PD1 biosynthesis, eosinophils produce another mediator of resolution via 12/15-LO, RvE3 (17R/S-di-hydroxy eicosapentaenoic acid) to aid resolution (Isobe et al. 2012) (Figure 18.2). Whether this is a direct effect or involves an intermediate resident cell type such as the macrophage remains to be determined.

FIGURE 18.1  Biosynthesis of DHA-derived SPMs (D-series resolvins, protectins, and maresins). The generation of SPMs is initiated in resolving inflammatory exudates by neutrophils, eosinophils, platelets, and macrophages. Refer to text for references and further details of biosynthetic pathways.
Aspirin, a commonly used anti-inflammatory drug, acetylates COX-2 which blocks prostaglandin biosynthesis yet modifies the catalytic domain of the enzyme in a way that enables it to still function. This unexpected twist in the pharmacology of aspirin yields epimers of the resolvin and protectin intermediates, such as 17R-HpDHA, providing substrates for generating so-called aspirin-triggered SPM. In addition to aspirin, statins that are widely used for cholesterol lowering in cardiovascular disease, promote the synthesis of AA-derived aspirin-triggered lipoxins via S-nitrosylation of COX-2 (Birnbaum et al. 2006). Therefore, these drugs, which are extensively used to treat a host of ailments, may be efficacious due to their positive impact on the generation of proresolving mediators (and their receptors), initiating the timely resolution of inflammation.

18.3 MICROPARTICLES AS NOVEL SOURCES OF PRORESOLVING LIPIDS

Microparticles (also known as microvesicles and ectosomes) are right-side-out membrane vesicles that bud from the plasma membrane of all eukaryotic cells upon an increase in intracellular calcium (Yanez-Mo et al. 2015). Far from being waste products, these vesicles are a highly evolutionarily conserved mechanism of insoluble, intercellular signaling and participate in a spectrum of physiological and pathophysiological processes. In response to “activating” stimuli or apoptosis, eukaryotic cells rapidly disseminate microparticles that carry membranous and cytosolic proteins (including functional receptors), nucleic acids such as mRNA and miRNA, and bioactive lipids derived from the parent cell. When released, microparticles take both a passive sample of the cell’s proteome, transcriptome, and lipidome, and are also actively enriched in certain mediators (Garzetti et al. 2013).

In the context of inflammation, microparticles appear to be two-faced, both exacerbating inflammation and promoting its resolution dependent on their cellular origin and the target cells they interact with. Perhaps paradoxically, the neutrophil microparticle is one of a few populations, which reliably exerts proresolution signals during inflammation (Gasser and Schifferli 2004; Eken et al. 2008; Dalli et al. 2008). While microparticle-exposed phosphatidylserine and the proresolving
protein annexin A1 can convey many of these effects, neutrophil microparticles are emerging as sources of proresolving lipid mediators.

Microparticles collected following zymosan-induced peritonitis were found to be vectors of 17- and 14-hydroxy DHA, precursors of D-series resolvins, protectins, and maresins, presenting a role of microparticles in the transcellular biosynthesis of these mediators (Norling et al. 2011). These hydroxy intermediates were found to be esterified within microparticle phospholipids and could be liberated by secreted PLA₂ (sPLA₂) for their subsequent conversion. In fact, neutrophil microparticles were shown to increase the production of resolvins D2, D5, E2, MaR1, and PD1, as well as prostaglandins D2 and F2α, in human macrophages during effecytosis, where the microparticles provided the organic intermediates for their production (Dalli and Serhan 2012).

These structures offer a therapeutic opportunity, as they are inherently anti-inflammatory and proresolving (Dalli et al. 2008; Gasser and Schifferli 2004; Norling et al. 2011), can be readily isolated from peripheral blood human neutrophils, enriched with proresolving lipids and administered to attenuate inflammation. Indeed, AT-RvD1 or lipoxin analog (benzo-LXA₄)–loaded microparticles termed nano-proresolving medicines (NPRMs) enhanced wound closure of dermal keratinocytes and limited PMN infiltration in the temporomandibular joint during ongoing inflammation (Norling et al. 2011). Recent studies have demonstrated tissue regenerative properties of benzo-LXA₄–enriched NPRM, yielding soft tissue and new bone formation in periodontitis (Van Dyke et al. 2015).

18.4 SPMs SIGNAL VIA G-PROTEIN COUPLED RECEPTORS

The anti-inflammatory and proresolving activities of SPMs are mediated via specific G-protein-coupled receptors (GPCRs). Two GPCRs for RvD1 were identified on human leukocytes using a GPCR β-arrestin–coupled system, the LXA₄ and annexin-A1 receptor (ALX/FPR2) and an orphan receptor GPR32 (Krishnamoorthy et al. 2010). In addition to RvD1, AT-RvD1 as well as RvD3 and RvD5 can also signal via GPR32 (Chiang et al. 2012; Dalli et al. 2013b). Nongenomic regulation of FPR2/ALX, but not GPR32, is observed on human neutrophils, with increased expression following activation with proinflammatory stimuli, a process secondary to secretory vesicle mobilization (Norling et al. 2012). On human monocytes, FPR2/ALX and GPR32 are upregulated over a 24–48-hour period following exposure to zymosan particles or GM-CSF (Krishnamoorthy et al. 2010). In the mouse, ALX/FPR2 is encoded by two genes, fpr2/3, whereas there is no known murine ortholog of GPR32. Transgenic mice overexpressing the ALX receptor display accelerated resolution during peritonitis when the agonists LXA₄ or RvD1 are administered (Krishnamoorthy et al. 2012). Conversely, RvD1 is without effect in mice deficient in fpr2/3 (Norling et al. 2012; Krishnamoorthy et al. 2012), and these mice exhibit increased disease severity in a model of neutrophil-driven arthritis and experimental sepsis, suggesting this receptor has an endogenous proresolving function (Dufton et al. 2010; Gobbetti et al. 2014). The receptor for RvD2 was newly identified using an unbiased GPCR β-arrestin–based screening strategy, namely GPR18, which is expressed on innate immune cells including PMNs, monocytes, and macrophages (Chiang et al., 2015). Protection from RvD2 in ischemia-reperfusion-initiated acute lung injury was abolished in GPR18 null mice implicating a critical role for this receptor in mediating RvD2’s actions (Chiang et al. 2015).

RvE1 acts via two GPCRs, as a full agonist on human chemokine-like receptor 1 (ChemR23) and as a partial agonist on the LTB₄ receptor (BLT1), thus competing with LTB₄ for binding (Arita et al. 2005). Transgenic mice overexpressing ChemR23 reveal an exaggerated response to RvE1, reducing PMN influx, enhancing phagocytosis, and preserving bone during periodontitis (Gao et al. 2013; Herrera et al. 2015). RvE2 blocks LTB₄ signaling to comparable levels as RvE1 yet is less effective at activating ChemR23, suggesting it may not be a full agonist at this receptor (Oh et al. 2012). Other receptors for SPMs are yet to be identified, but are predicted to be high-affinity GPCRs as they exhibit stereoselectivity and are very potent both in in vitro assays and experimental models, and, in some instances, bioactions can be blocked with pertussis toxin or cholera toxin.
18.5 ACTIVE TERMINATION OF INFLAMMATION: SPMs AND THEIR ACTIONS ON NEUTROPHILS

Neutrophils are the most abundant cells of the innate immune system and play a vital role in the inflammatory process. Neutrophils and their armamentarium can contribute directly or indirectly to the initiation, development, and resolution of the inflammatory response. Thus, control of when, where, and how neutrophils act is essential for a healthy immune system. Microbial stimuli or damage associated molecular patterns (DAMPs) released from dying cells such as DNA, extracellular ATP or formylated peptides trigger leukocyte recruitment. In response to these stimuli, circulating neutrophils initially tether to endothelial cells, then roll and firmly adhere before transmigrating into the inflamed tissue (Pober and Sessa 2007; Ley et al. 2007). Within the tissue, they become further activated and assist in the elimination of the injurious stimuli (such as bacteria). However, due to the toxic nature of the cell contents, this process may contribute to damage of adjacent tissues and can exacerbate inflammation. So, for an effective host control of inflammation, the recruitment of granulocytes must be limited. Each of the SPMs has a fundamental role in reducing neutrophil influx, which has been demonstrated in murine models of acute and chronic inflammation, as well as using human cells.

18.5.1 NEUTROPHIL RECRUITMENT

RvD1 as well as its aspirin-triggered epimer limit PMN infiltration at nanogram levels in murine peritonitis and block transendothelial migration of human neutrophils in a concentration-dependent manner (Sun et al. 2007). These compounds are potent, with concentrations as low as 10 nM producing an ~50% reduction in PMN transmigration in a static Transwell assay (Serhan et al. 2002; Sun et al. 2007). RvD1 also attenuates PMN-endothelial interactions in settings that mimic the blood flow within the vasculature, namely a “flow chamber assay,” where cells are subjected to shear stress. RvD1 significantly blunted initial PMN capture, rolling, and firm adhesion to TNF-α-stimulated endothelium in a concentration-dependent manner (0.1–100 nM) (Norling et al. 2012). Additionally, RvD1 can protect against impairment of endothelial barrier function by attenuating LPS-induced permeability and redistribution of tight junction proteins including ZO-1, occludin, and f-actin (Zhang et al. 2013). RvD2 displays extremely potent bioactivity with doses as low as 10 pg causing approximately 70% reduction in PMN recruitment during acute peritonitis. Mechanistically, RvD2 acts on both the PMN counteracting PAF-mediated L-selectin shedding and CD18 upregulation, and acts on the endothelium, stimulating the vasoactive mediators nitric oxide (NO) and prostacyclin, which are anti-adhesive (Spite et al. 2009).

Functionally, RvE1 (10–100 nM range) induces L-selectin shedding in neutrophils and reduces CD18 expression on both human PMNs and monocytes. At 300 nM, RvE1 reduces expression of P-selectin, a bridging molecule for platelet-leukocyte interactions, by around 35% in human whole blood (Dona et al. 2008). Accordingly, RvE1 reduces leukocyte rolling by approximately 40% in murine venules in vivo (Dona et al. 2008). RvE1 also reduces transepithelial migration in a concentration-dependent manner, by inducing the expression of decay-accelerating factor (DAF, also termed CD55), an apically expressed anti-adhesive molecule on the epithelium (Campbell et al. 2007). Similarly, to RvE1, RvE2 also suppresses zymosan-induced PMN infiltration in murine peritonitis (Tjonahen et al. 2006), and can counteract PAF-stimulated surface integrin expression (CD18) in human whole blood PMNs (Oh et al. 2012).

Protectin D1 is also protective by limiting neutrophil recruitment in acute models of inflammation including zymosan-initiated peritonitis (Schwab et al. 2007) and following ischemic kidney injury (Duffield et al. 2006). Doses as low as 1 ng are effective at blocking >90% of further leukocyte infiltration at 4 hours, stopping PMN migration and infiltration into the site in vivo (Serhan et al. 2006). Studies were performed to determine whether the actions of PDI and RvE1 were synergistic or additive by coadministration. Treatment with RvE1 (10 ng) significantly reduced PMN
infiltration, although the response was less than that obtained with PD1 (10 ng). In combination, the effect was even greater, implicating an additive effect of PD1 and RvE1 in vivo in murine peritonitis. Both MaR1 and MaR2 can potently block the infiltration of neutrophils (Serhan et al. 2012); at 1 ng per mouse these compounds gave a comparable response, reducing neutrophil infiltration in mouse peritonitis by ~40% (Deng et al. 2014).

### 18.5.2 Chemotaxis

Canonical mediators that promote the directed migration (termed chemotaxis) of neutrophils include LTB₄ and IL-8. This movement is distinct from chemokinesis, where leukocytes locomote yet move in a random direction. For a neutrophil to chemotax, it must first detect a chemical gradient, then become polarized, and then move toward the highest concentration of chemoattractant. Microfluidics chambers were engineered for testing the actions of bioactive lipid mediators on the chemotactic behavior of human neutrophils in real-time. Kasuga and colleagues demonstrated the direct impact of RvD1 on PMNs, which induced a dramatic shape change and ceased directed chemotactic movements towards IL-8 (Kasuga et al. 2008). More recently, a new design in microfluidics chamber was utilized to visualize neutrophil and monocyte intercellular interactions, this novel chamber was coated with elastin to distinguish between phlogistic and nonphlogistic leukocyte behavior (Jones et al. 2012). LXA₄ and RvD1 limited neutrophil and monocyte chemotaxis toward LTB₄ with a reduction in elastase activity following LXA₄ treatment, whereas RvD1 caused a sharp but transient spike in activity (Jones et al. 2012).

Whereas the mechanisms governing neutrophil recruitment and chemotaxis are comprehensively studied, the signals restricting neutrophil migration are less well characterized. To date, the pathways curtailing neutrophil chemotaxis in response to SPMs are yet to be uncovered. Exposure of human PMNs to RvD1 (10 nM) significantly blocked LTB₄-stimulated (10 nM) actin polymerization within 5 minutes (Krishnamoorthy et al. 2010). Yet, PMN treatment with RvD1 is not associated with intracellular calcium mobilization or stimulation of cyclic AMP implying that these canonical second messengers are not downstream of RvD1 receptor activation (Krishnamoorthy et al. 2010). RvE1 abrogates LTB₄-BLT1 signaling via NFκB and thus the production of proinflammatory cytokines and chemokines (Bannenberg et al. 2005; Arita et al. 2007; Haworth et al. 2008).

### 18.5.3 Phagocytosis and Microbial Killing

Once neutrophils have migrated to the infected or damaged tissue, their main function is to neutralize and eliminate potentially injurious stimuli, which is one of the more obvious requirements for an inflammatory reaction to resolve. Dispensing with the inciting stimulus will halt further proinflammatory mediator synthesis (e.g., eicosanoids, chemokines, and cytokines) and lead to their catabolism, reducing proinflammatory signaling pathways (Serhan et al. 2007). All members of the SPM family enhance neutrophil phagocytosis. These mediators also stimulate PMN antimicrobial defense mechanisms, increasing microbe ingestion and intracellular reactive oxygen species (ROS) production for killing bacteria/yeast particles. For example, RvE1 can inhibit neutrophil ROS in response to TNF-α and the bacterial peptide, fMLP (Gronert et al. 2004). It should be noted that SPM actions are not by direct antibacterial actions but by enhancing phagocytic activity (Chiang et al. 2012; Serhan et al. 2009; Spite et al. 2009).

### 18.5.4 Apoptosis

Apoptosis is a process of programmed cell death in vertebrates, and a very important step for the resolution of inflammation. Under normal conditions, neutrophils undergo apoptosis once they have phagocytized microbes or cellular debris. Neutrophil apoptosis was first reported in the late 1980s by Savill and colleagues; until that time, it was believed that neutrophils died by the classical
mode of cell death (necrosis). Necrotic neutrophils undergo disruption of the plasma membrane and consequently release their cellular contents into the microenvironment in an irreversible manner, causing further tissue damage and inflammatory cell recruitment. In contrast, neutrophils undergoing apoptosis are phenotypically distinct; their cytoplasmic granules are intact, they have a densely condensed nuclei and vacuolated cytoplasm (Savill et al. 1989). Some of the proresolving mediators induce neutrophil apoptosis, including AnxA1 (Perretti and Solito 2004) and LXA₄ (Weinberger et al. 2008). Among the omega-3–derived SPMs, RvE1 induces neutrophil apoptosis either directly or against an ant apoptotic stimulus (El Kebir, Gjorstrup, and Filep 2012 and can upregulate the CC-chemokine receptor 5 (CCR5) on late apoptotic neutrophils, which terminates chemokine signaling (Ariel et al. 2006).

An important consequence of apoptosis is the alteration in expression of surface molecules on the dying cell (e.g., increased expression of phosphatidylserine), known as “find me” and “eat me” signals. Such alterations lead to rapid recognition and phagocytosis of apoptotic cells by macrophages in a process termed efferocytosis (Poon et al. 2014). Over the past few years, it has become clear that the phagocytic clearance of apoptotic cells and bodies (membrane-bound cell fragments that are produced by apoptotic-cell blebbing) can result in powerful anti-inflammatory and immunosuppressive effects. Indeed, the defective clearance of apoptotic cells is closely linked to autoimmunity and persistent inflammatory diseases (Shao and Cohen 2011). The discovery of
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**FIGURE 18.3** Key bioactions of SPMs on myeloid cells during inflammatory resolution. During inflammation, a number of endogenous anti-inflammatory and proresolving mediators are generated locally and act via specific GPCRs to initiate resolution. A common feature of SPMs is that they act essentially as brake signals to circumvent neutrophil-mediated tissue injury, by limiting neutrophil adhesion and diapedesis (a). SPMs, including LXA₄, increase monocyte recruitment to aid in microbial/debris clearance (b). These protective mediators also enhance phagocyte function to contain and clear microorganisms (c). Some of the SPMs (e.g., RvE1) can enhance neutrophil apoptosis (d) as well as their subsequent uptake via macrophages (e). Macrophage efferocytosis is known to skew macrophages toward a healing phenotype to assist with the restoration of tissue homeostasis; this process can also be induced by SPMs (f). LXA₄ and RvE1 augment phagocyte egress to the draining lymphatics (g). Refer to main text for references.
SPMs brings new insights that efferocytosis can be induced. Indeed, a common feature of SPMs is that they can enhance macrophage phagocytosis of apoptotic PMNs (Krishnamoorthy et al. 2010; Spite et al. 2009; Sun et al. 2007; Serhan et al. 2009; Abdulnour et al. 2014; Krishnamoorthy et al. 2010). However, as yet, the mechanisms by which SPMs induce efferocytosis are not fully elucidated (see next section). There is also increasing evidence that neutrophils can contribute significantly to the inflammatory process through expression and release of factors that influence the behavior of other cell types, particularly those involved in promoting resolution of inflammation (Fox et al. 2010). For instance, apoptotic neutrophils prompt a switch from a pro- to an anti-inflammatory macrophage phenotype (Fadok et al. 1998; Michlewski et al. 2009), which is a prerequisite for macrophage egress via the lymphatic vessels favoring return to tissue homeostasis (Figure 18.3).

18.6 MOLECULAR AND CELLULAR EFFECTS OF PRORESOLVING LIPIDS ON MACROPHAGES

Macrophages are renowned for exhibiting remarkable plasticity and generate a wide array of responses to a vast spectrum of stimuli. The implication of this is that these cells, which exist in all tissues, can promote both inflammation and its resolution dependent upon timely and appropriate exposure to a variety of mediators. When exposed to lipopolysaccharide, interferon γ or tumor necrosis factor α, macrophages assume a proinflammatory, “classically activated” phenotype, which expresses high levels of IL-12, IL-1, and IL-6; undergoes oxidative burst; and favors micropinocytosis over phagocytosis (Biswas and Mantovani 2010; Bosedasgupta and Pieters 2014). Classical activation of phlogistic monocyte-derived macrophages as well as resident tissue macrophages promotes local tissue damage, recruits additional waves of extravasating neutrophils and monocytes, and pathogen-killing (in the context of nonsterile inflammation).

In addition to promoting inflammation, macrophages are crucial to the resolution process. For appropriate resolution of acute inflammation, macrophage phenotype must undergo a shift toward what Siamon Gordon’s group first described as an “alternatively activated” macrophage (Stein et al. 1992). Alternatively activated macrophages are generated in vitro in response to IL-4 and IL-13, IL-10, or glucocorticoids, and promote Th2 responses (and are therefore immunoregulatory in the context of a Th1-type inflammatory response). To maintain consistency with the Th1/Th2 nomenclature, classically and alternatively activated macrophages are referred to as M1 and M2 respectively. While in recent years the M1/M2 paradigm was criticized as unrealistically simple, it does however serve as a tool to describe the shift to a proresolution macrophage phenotype. For example, M2 macrophages downregulate the release of proinflammatory cytokines, reactive intermediates, and antigen-presenting apparatus, as well as release the anti-inflammatory cytokines IL-10 and transforming growth factor β (TGF-β) and begin efferocytosing apoptotic neutrophils, a major checkpoint during resolution (Novak and Thorp 2013).

As cytokines have dominated the field of leukocyte signaling during inflammation, the roles of specialized, proresolving lipid mediators in driving resolution have only recently emerged. In the macrophage, lipoxins A₄ and B₄; resolvins E1, E2, D1, D2, and D3; maresins 1 and 2; and protectin D1 have all been shown to promote the efferocytosis and clearance of apoptotic neutrophils (Table 18.1), a function both associated with and stimulatory of an M2 phenotype (Krishnamoorthy et al. 2010; Spite et al. 2009; Sun et al. 2007; Serhan et al. 2009, 2012; Abdulnour et al. 2014; Godson et al. 2000; Oh et al. 2012; McCauley et al. 2014; Deng et al. 2014). RvE1 (via its receptor ChemR23) and the lipoxins (via ALX/FPR2) induce the recruitment of nonphlogistic monocytes into inflamed sites, thereby inflating the pool of macrophages, which can begin clearance of dead neutrophils (Schwab et al. 2007; Herova et al. 2015). LXA₄, RvE1, and PD1 promote the efflux of macrophages to draining lymph nodes (restoring the level of macrophages in the tissue to preinflammation levels) and decrease macrophage release of IFN-γ, a cytokine that promotes their M1 polarization (Schwab et al. 2007).
<table>
<thead>
<tr>
<th></th>
<th>LXA₄</th>
<th>LXB₄</th>
<th>RvE1</th>
<th>RvE2</th>
<th>RvD1</th>
<th>RvD2</th>
<th>RvD3</th>
<th>RvD5</th>
<th>MaR1</th>
<th>MaR2</th>
<th>PD1</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Efferocytosis</strong></td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Pathogen phagocytosis</strong></td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwab et al. (2007)</td>
<td>Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Serhan et al. (2009), Schwab et al. (2007), Ohira et al. (2010), Schwab et al. (2007)</td>
<td>Serhan et al. (2009), Schwab et al. (2007), Ohira et al. (2010), Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Monocyte recruitment</strong></td>
<td>↑</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwab et al. (2007)</td>
<td>Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwab et al. (2007)</td>
<td>Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwab et al. (2007)</td>
<td>Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Efflux to lymph node</strong></td>
<td>↓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwab et al. (2007)</td>
<td>Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwab et al. (2007)</td>
<td>Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwab et al. (2007)</td>
<td>Schwab et al. (2007)</td>
<td>–</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>TABLE 18.1 (Continued)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Summary of the Effects of SPMs on Monocyte/Macrophage Phenotype and Function</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>↓ IL-12</td>
</tr>
<tr>
<td>↑ IL-10</td>
</tr>
<tr>
<td>↑ LXA₄</td>
</tr>
<tr>
<td>↑ Arg I</td>
</tr>
<tr>
<td>↑ CD206</td>
</tr>
</tbody>
</table>
Although the impact of every proresolving lipid mediator on macrophage function has yet to be fully explored, they seem to generally promote an M2, proresolving and pro-wound healing phenotype (Table 18.1). For example, LXA₄ suppresses TNF-α (Kure et al. 2010; Ueda et al. 2014), IL-6 (Schwab et al. 2007; Ueda et al. 2014), and IL-12 release (Kure et al. 2010) while stimulating the release of IL-10 (Schwab et al. 2007). RvE1 is reported to have similar effects on IL-6 and IL-10 (Schwab et al. 2007; Herova et al. 2015; Titos et al. 2011), where the latter is upregulated by RvE2 also (Oh et al. 2012). The DHA derivatives (D-series resolvins and protectins) contribute to inducing this M2 expression fingerprint by downregulating TNF-α and IL-6 and concomitantly upregulating IL-10, arginase I, and CD206 (Schwab et al. 2007; Titos et al. 2011). M1 macrophages treated with either MaR1 (10 nM) or RvD1 (10 nM) showed a significant reduction in CD54 and CD80 expression and a concomitant increase in CD163 and CD206 (Dalli et al. 2013c). Increased CD206 (macrophage mannose receptor) expression may promote the clearance of residual microorganisms and endocytic clearance of noxious glycoproteins released during inflammation, such as myeloperoxidase (Lee et al. 2002; Gazi and Martinez-Pomares 2009). In contrast, elevated arginase activity competes with nitric oxide synthase for arginine, decreasing Th1 cytokine production and increasing matrix deposition and wound healing (Popovic, Zeh, and Ochoa 2007).

Mechanistically, the proresolution effects of SPMs on macrophages are beginning to be uncovered. The proresolving action of LXA₄ on macrophages depends on inhibition of NFκB nuclear translocation (Kure et al. 2010). LXA₄-mediated phagocytosis signals phosphorylation of key polarity organization molecules: Akt, protein kinase C zeta, and glycogen synthase kinase-3β, which lead to actin cytoskeleton rearrangement and cell polarization (Reville et al. 2006). In terms of lipoxin-stimulated efferocytosis, the signaling molecules PKC and PI3-kinase proved important (Mitchell et al. 2002). Additionally, the αβ3-CD36 complex is required for lipoxin-stimulated efferocytosis, but was deemed independent of the phosphatidylserine receptor (Mitchell et al. 2002). Recently, a proresolving cascade stimulated by RvD1 was deciphered that switches macrophage production from proinflammatory LTB₄ to protective LXA₄ biosynthesis (Fredman et al. 2014). RvD1 signals via FPR2/ALX, suppresses cytosolic calcium and reduces activation of calcium-sensitive kinase calcium-calmodulin–dependent protein kinase II (CamKII). The inhibition of this kinase reduces activation of signaling molecules p38 and mitogen-activated protein kinase activated protein kinase 2 (MAPKAPK2; MK2), which subsequently reduces ser271 phosphorylation of 5-LO and causes its translocation from the nucleus to the cytosol. This translocation favors LXA₄ biosynthesis and limits LTB₄ production (Fredman et al. 2014). RvD1 also initiates a selective regulation of transcription factors, microRNAs, and select genes that drive proresolving functions in macrophages (Titos et al. 2011; Recchiuti et al. 2011, 2014). Incubation of resolution-phase macrophages with RvD1 caused a twofold to threefold downregulation in coactivator-associated arginine methyltransferase 1 (CARM1), which plays an important role in macrophage activation as a coactivator of a number of NFκB-dependent genes. Accordingly, RvD1 reduced the expression of downstream genes of CARM1 such as intercellular adhesion molecule 1 (ICAM-1), colony stimulating factor 3 (CSF3), and monocyte inflammatory protein 2 (MIP-2), which are characteristic of a M1 macrophage phenotype (Recchiuti et al. 2014). RvD1 enhances efferocytosis by limiting TNF-α production from macrophages by two distinct NFκB pathways. Firstly, suppressing the nuclear translocation of p65/p50 heterodimer by downregulating IKKβ activity, and secondly promoting the nuclear translocation of p50/p50 homodimer via p105 degradation (Lee et al. 2013). RvD1 also rescues macrophages from oxidative stress-induced apoptosis during efferocytosis via PKA-mediated repression of NOX activation and by upregulating the antiapoptotic proteins Bcl-xL and Bcl-2 (Lee and Surh 2013). Insights into the intracellular signaling downstream of RvE1 were recently determined on macrophages: RvE1 causes phosphoprotein-mediated signaling, involving the PI3-K/Akt pathway leading to downstream enhancement of macrophage phagocytosis (Ohira et al. 2010).
18.7 SPMs HELP FIGHT INFECTION

If infection is not contained and eliminated by phagocytes, it can rapidly progress, leading to sepsis, which is characterized by excessive inflammation, as well as epithelial and endothelial barrier dysfunction, causing immune suppression and multiple-organ failure that can be fatal. Sepsis remains a huge clinical challenge with increasing prevalence and mortality rates. Therefore, new therapeutic strategies that could increase the therapeutic window to afford additional time for further interventions, such as administering antibiotics, are needed. Preclinical animal studies using RvD2 have yielded promising results; administration of RvD2 proved protective in a model of mucosal barrier breakage and leak leading to sepsis, initiated by midgrade cecal ligation and puncture (CLP) (Spite et al. 2009). Following CLP, mice had a severe bacterial burden both locally within the peritoneum and systemically. Treatment with RvD2 immediately postsurgery significantly reduced bacterial levels in both the blood and peritoneal cavity and dramatically limited local PMN influx. Further analysis of septic peritoneal exudates showed a “cytokine storm” of proinflammatory cytokines such as TNF-α, IL-1β, IL-6, and other mediators associated with a detrimental outcome in sepsis, for example IL-10 and IL-17, as well as elevated proinflammatory lipid mediators LTB₄ and PGE₂. RvD2 significantly blunted overzealous cytokine production and proinflammatory lipid mediators measured 12 hours after CLP. Septic mice exhibited hypothermia 12 hours after CLP and displayed a drastic decrease in activity levels, whereas RvD2-treated mice remained active and their body temperatures were similar to sham-operated control mice. Importantly, the survival rate 7 days post midgrade CLP was doubled with early administration of RvD2. Notably, RvD2 did not display direct bacteriostatic activity but acted on phagocytes to contain and clear bacteria; murine lymph nodes displayed disseminated bacteria in vehicle-treated CLP mice, whereas bacteria-loaded phagocytes could be observed histologically following RvD2 treatment. Corroborative results were obtained with human PMNs in vitro, where exposure to RvD2 (1 and 10 nM) increased phagocytosis and killing of E. coli (Spite et al. 2009). Endogenous levels of PD1, RvD1, and RvD5 are increased during ongoing infections with E. coli (Chiang et al. 2012). Importantly, mice administered with SPMs need much lower doses of antibiotics to fight and clear infection. This offers a possibility to lower antibiotic requirements, which may ultimately help reduce the increased incidence of antibiotic resistance (Chiang et al. 2012). RvE1 also increases survival in a model of pneumonia, by reducing proinflammatory cytokines, decreasing pulmonary PMN numbers, and enhancing clearance of bacteria from mouse lungs (Seki et al. 2010).

SPMs can also enhance clearance of bacteria by stimulating mucosal epithelial cells to produce antimicrobial peptides to minimize the incidence of epithelium-adhering bacteria. Aspirin-triggered lipoxin induces the expression of an antimicrobial peptide, bactericidal permeability increasing protein (BPI), in epithelial cells, which blocks endotoxin-mediated signaling in epithelia (Canny et al. 2002). Also notable was the induction of epithelial alkaline phosphatase (ALPI) expression and enzymatic activity by RvE1. Surface-expressed ALPI was shown to detoxify bacterial LPS and retard growth of E. coli (Campbell et al. 2007). Although antimicrobial peptide release is beneficial during bacterial infection, if inappropriately released these cationic peptides can cause host damage. Importantly, RvE1 blocks a positive feed forward loop of LTB₄-stimulated release of LL-37 by human PMNs and LXA₄ inhibits proinflammatory actions of LL-37, thus limiting unwanted tissue damage (Wan et al. 2011). Thus, contradicting the erroneous belief that resolution may impede host immunity, SPMs enhance innate antimicrobial systems in phagocytes and mucosa to control infection.

Antiviral actions are also reported for SPMs. Infection of the eye with herpes simplex virus (HSV) can lead to visual impairment and even blindness if recurrent infections become chronic and inflammation results in neovascularization of the avascular cornea. Resolvin E1 and PD1 reduced proinflammatory mediators, angiogenic factors, infiltration of PMNs, and pathogenic CD4+ T-cells in the cornea and stimulated IL-10 production following induction of stromal keratitis with HSV, greatly improving the pathology (Rajasagi et al. 2011, 2013). PD1 can also block the replication of the
respiratory pathogen H5N1 influenza virus. Mechanistically, PD1 prevents viral RNA export from the nucleus to the cytoplasm by interfering with binding of host nuclear export factors to influenza virus RNAs (Morita et al. 2013). Lipidomic analysis profiling the time course of influenza infection identified 5-LOX metabolites during the pathogenic phase and 12/15-LOX metabolites during the resolution phase (Tam et al. 2013). Interestingly, levels of PD1 were downregulated during severe infection and generation of PD1 inversely correlated with virulence and disease status (Morita et al. 2013). Likewise, dissemination of the H5N1 virus–induced genes associated with lipoxin generation and signaling and sustained inflammation inhibited lipoxin-mediated anti-inflammatory responses allowing the virus to spread to extrapulmonary organs (Cilloniz et al. 2010). Importantly, exogenous administration with PD1 improved survival and pathology of mice with influenza even when current antivirals were ineffective (Morita et al. 2013).

18.8 CONCLUSION

Endogenous SPMs exert multifaceted actions to enhance host defense and activate resolution circuits via specific cell-surface receptors. SPMs limit neutrophil recruitment by counter-regulating their surface adhesion molecules and stimulating the endothelium and epithelium to release anti-adhesive mediators/molecules. SPMs also stimulate phagocyte function to contain and eliminate microbes and viruses to prevent the spread of infection and protect the host from tissue and organ damage. These novel omega-3–derived lipid mediators stimulate endogenous inflammatory control mechanisms to accelerate resolution making them attractive therapeutics for the treatment of inflammatory and infectious diseases.
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19.1 INTRODUCTION

According to the growth or nitrogen (N) balance of animals, amino acids (AA) have been traditionally classified as nutritionally essential AA (EAA) or nutritionally nonessential AA (NEAA) (see Hou et al. 2015 for review). EAA are those AA that are not synthesized de novo or usually are not synthesized in adequate amounts to meet the animal’s needs, whereas NEAA are those AA that are synthesized de novo in animal cells and thought to be dispensable in diets. Arginine has long been considered an NEAA for adult animals including humans, but has recently been classified as a nutritionally semi-essential AA for young mammals (such as rats, swine, and human infants), as well as males and females of reproductive age (Wu et al. 2014). This is because the rate of arginine utilization is greater than the rate of its synthesis under certain conditions (e.g., early weaning; lactation; pregnancy; spermatogenesis; tissue repair following burns, injury, or infection; heat stress; and cold stress) (Wu et al. 2014; Wu 2009; Ren et al. 2012b). Arginine is a functional AA that can regulate key metabolic pathways to improve the survival, growth, development, lactation, reproduction, and health of animals (Wu et al. 2014; Wu 2010; Ren et al. 2014c).

In mammals, net arginine synthesis occurs through the intestinal-renal axis. Citrulline formed from glutamine and proline via pyrroline-5-carboxylate (P5C) synthase in the mitochondria of...
enterocytes is utilized for production of arginine primarily in the kidneys via cytosolic arginino-succinate synthase and lyase (Wu and Morris 1998). P5C synthase and N-acetylglutamate (NAG) synthase are the rate-controlling enzymes for the generation of P5C from glutamine, whereas proline oxidase is a major determinant of the intestinal conversion of proline into citrulline (Wu et al. 2004). In humans, pigs, and rats, most dietary arginine is metabolized via the arginase and arginine-glycine amidinotransferase pathways, but the production of nitric oxide (NO) from arginine (accounting for <1% of dietary arginine used) plays an important role in immune functions (Wu et al. 2009). Three isoforms of nitric oxide synthase (NOS) generate NO from arginine in a cell-specific manner (Wu et al. 2009). The nutritional significance of this metabolic pathway is supported by the observations that dietary supplementation with arginine improves immunity, leading to the killing of pathogens (e.g., bacteria and viruses) (Ren et al. 2012b, 2013f, 2014a,c; Li et al. 2007). At the molecular and cellular levels, arginine activates both cell- and antibody-mediated immune responses in mice (Ren et al. 2013f, 2014a; Shang et al. 2003), humans (Moriguti et al. 2005), chickens (Munir et al. 2009; Perez-Carbajal et al. 2010), pigs (Chen et al. 2012a; Tan et al. 2009), and fish (Pohlenz et al. 2012). This chapter will describe the effects of arginine on immune function and the mechanisms involved.

19.2 THE IMMUNE RESPONSE

The primary role of the immune system is recognition, neutralization, and elimination of bacteria, viruses, and substances that are foreign and harmful for the host (Miles and Calder 2015). Generally, resistance to infectious disease is dependent on two major systems: innate and adaptive immunity. The innate immune system is the first line of host defense in the recognition and elimination of pathogens (Bonaaventura et al. 2014; Turvey and Broide 2010). Innate immunity protects the host against all pathogens, and mainly consists of physical barriers (e.g., skin and epithelial cells of the gastrointestinal tract), phagocytes (e.g., monocytes, macrophages, and dendritic cells), polymorphonuclear granulocytes (e.g., neutrophils, eosinophils, and basophils), natural killer cells, platelets, and humoral factors including complement, C-reactive proteins, and lysozyme (Figure 19.1).

The skin contains the epidermis (a thinner outer layer) and the dermis (a thicker layer supporting the epidermis). The mucous membrane, which lines the conjunctivae, as well as the alimentary, respiratory, and urogenital tracts, includes an outer epithelial layer and an underlying layer of connective tissue. The secretions from the mucous membrane have protective roles in immune responses.

The innate immune system provides robust and immediate response to invading pathogens, but is nonspecific and does not confer long-lasting immunity (memory) (Akira et al. 2001; Geremia et al. 2014). When infection cannot be fully cleared by the innate immune system, the adaptive immune system is activated to destroy infectious pathogens (viruses or bacteria). The humoral and cell-mediated immune responses orchestrate adaptive immunity in the host (Ruth and Field 2013). Humoral immunity is the responsibility of B lymphocytes, which produce antibodies targeted to specific antigens, while cell-mediated immunity is associated with T lymphocytes, which activate other immune cells (T helper lymphocytes) and kill infected cells (cytotoxic T lymphocytes) (Siegmund and Zeitz 2011). As opposed to the innate immune response, the adaptive immune system is highly specific and confers long-lasting immunity (Figure 19.2). As antigen-presenting cells, dendritic cells serve as a link between the innate and adaptive immune systems, and are responsible for T-cell activation and induction of the adaptive immune response (Geremia et al. 2014; Bonaaventura et al. 2014). There is compelling support for the role of AA in animal health including in immune defense (i.e., dietary arginine, glutamine, and proline are highly beneficial for support of innate immunity and adaptive immunity) (Ren et al. 2013a,b,c,e, 2014b; Li et al. 2007).
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**FIGURE 19.1** Innate immunity in humans and animals. Innate immunity includes physical/anatomical, physiological, phagocytic/endocytic, and inflammatory barriers. The skin and the surface of mucous membranes contribute to physical/anatomical barriers. The physiological barriers of innate immunity consists of body temperature, pH (i.e., gastric acidity), and various soluble factors (e.g., lysozymes, interferons, and complements) and cell-associated molecules (e.g., toll-like receptors). Phagocytosis and endocytosis are also components of the innate immune system that includes specialized cells, such as blood monocytes, neutrophils, and tissue macrophages. In response to tissue damage by invading pathogens, a complex set of inflammatory reactions is triggered, including interactions among various inflammatory cells and proinflammatory molecules (i.e., acute-phase proteins and histamine).

**FIGURE 19.2** The adaptive immune system in humans and animals. Two major populations of lymphocytes, B-cells and T-cells, participate in the adaptive immunity. Humoral immunity requires B-cells (plasma or memory B-cells) and specific antibodies, whereas cellular immunity depends on T-cells (T helper (Th) or T cytotoxic cells) and cytokines. T helper cells are further divided into six Th subsets (Th1, Th2, Th9, Th17, Th22, and Treg) based on the cytokines they secrete.
19.3 ARGinine AND CELL-MEDIATED IMMUNITY

19.3.1 ARGinine AND Th1 Responses

Th1 cells are characterized by their production of the signature cytokines interleukin 2 (IL-2) and interferon gamma (IFN-γ). These cells also produce a number of other cytokines including tumor necrosis factor (TNF), lymphotoxin, and granulocyte-macrophage colony-stimulating factor (GM-CSF) (Raphael et al. 2014). The differentiation of Th1 cells requires IL-12, the master transcription factor TBX21 (TBX21), and signal transducer and activator of transcription 4 (STAT4) (Chen and Kolls 2013). In addition, IFN-γ/STAT1 signaling, IL-2/STAT5 signaling, and strong T-cell receptor (TCR) signals favor Th1 differentiation (Raphael et al. 2014). Through the production of IFN-γ, Th1 cells are thought to be important for immunity against intracellular pathogens.

An early discovery from in vitro studies indicated that Th1 cells can be activated to produce large amounts of NO from arginine because IFN-γ stimulates expression of NOS2 (also known as inducible NOS or iNOS), and the resultant NO inhibits the secretion of IL-2 and IFN-γ by Th1 cells by suppressing IL-12 synthesis (Liew et al. 1991; Cenci et al. 1993; Modolell et al. 1995; Wei et al. 1995; Taylor-Robinson et al. 1994). Furthermore, the induction of NOS2 impairs T-cell proliferation, whereas cytotoxic derivatives of NO (e.g., peroxynitrite) result in apoptosis of T lymphocytes (Bronte et al. 2003). NO does not impair the early events triggered by TCR cross-linking, but acts instead at the level of IL-2 receptor signaling by reducing the phosphorylation and activation of several signaling molecules, including Janus kinases (JAKs) 1 and 3, STAT5, Erk, and Akt (Bronte et al. 2003). Interestingly, in histidine decarboxylase-knockout mice, NO production is essential for regulating IFN-γ production. This notion is supported by the following lines of evidence (Koncz et al. 2007). First, an NO precursor increases concanavalin A (Con A)–induced IFN-γ production by splenocytes. Secondly, the exposure of these cells to NG-monomethyl-l-arginine and nitronidazole reduces NO production, which inhibits IFN-γ production. Thirdly, pharmacological inhibition of NO production by splenocytes decreases IFN-γ synthesis. Fourthly, arginine enhances the synthesis of Th1 cytokines (IL-2 and IFN-γ) by murine Peyer’s patch (PP) Th cells (Kobayashi et al. 1998). Of note, the effects of arginine on Th1 responses depend on the immune status of the host. Generally, arginine inhibits Th1 responses by reducing expression of IL-2, IFN-γ, and TNF-α and, therefore, inflammation in fish (Jiang et al. 2014), pigs (Wu et al. 2013; Chen et al. 2012a), and mice (Quirino et al. 2016; Chatterjee et al. 2006; Yeh et al. 2006) and rats (Chen et al. 2012b; Bonhomme et al. 2013). However, in immunocompromised animals, arginine enhances Th1 responses by increasing the expression of IFN-γ (Shang et al. 2005; Zhu et al. 2012; Emadi et al. 2011; Han et al. 2009). Mice that lack cationic amino acid transporter 2 (CAT2), which is essential for the transport of arginine into immune cells, exhibit a decrease in Th1 responses as indicated by a higher ratio of IL-12 p40:p70 and a lower abundance of the IFN-γ-induced protein 10 (IP-10), in comparison with wild type mice after Helicobacter pylori infection (Barry et al. 2011). In vaccine-immunized chickens, arginine does not appear to influence IFN-γ levels in the blood (Szabo et al. 2014). However, in chickens immunized with infectious bursal disease virus vaccine, arginine supplementation increases the concentration of IFN-γ in serum, indicating that arginine promotes a Th1 response (Emadi et al. 2011). Furthermore, Ren et al. (2013d) found that dietary arginine supplementation did not affect concentrations of TNF-α in sera of mice with inactivated Pasteurella multocida vaccination, suggesting that arginine does not influence the Th1 response under those experimental conditions (Ren et al. 2013d). In contrast, dietary arginine supplementation promotes the expression of IFN-γ in the jejunum and ileum of normal mice, likely because of its effects on the intestinal microbiota and immune signaling pathways involving activation of NF-κB, MAPK, and PI3K-Akt (Ren et al. 2014a).

19.3.2 ARGinine AND Th2 Responses

Th2 cells are best known for their role in host defense against multicellular parasites and their involvement in allergies because they produce IL-4, IL-5, and IL-13, as well as IL-10 (Vahedi et al.
IL-4 can serve as an autocrine factor for Th2 differentiation and can promote the differentiation of B-cells into plasma cells and induce an antibody class switching to IgG1 and IgE, while enhancing the differentiation of dendritic cells (Raphael et al. 2014; Chen and Kolls 2013). IL-5 is critical for eosinophilopoiesis and eosinophil activation, as well as antibody production by activated B-cells (Chen and Kolls 2013). In addition, IL-13 facilitates B-cell activation and maturation, and promotes mucus production (Chen and Kolls 2013; Raphael et al. 2014). As an important immunoregulatory cytokine, IL-10 is best known for its anti-inflammatory role. Available evidence shows that Th2 cell differentiation depends on the cytokine IL-4 and is controlled by the master transcription factors GATA3 and STAT6.

Th2 cytokines (i.e., IL-4 and IL-10) can induce expression of arginase, thereby promoting the hydrolysis of arginine to ornithine and inhibiting the availability of arginine for metabolism by NOS (Liew et al. 1991; Cenci et al. 1993; Modolell et al. 1995). The activation of arginase can also result in a reversible block to T-cell proliferation, and cause activated T lymphocytes to undergo apoptosis (Bronte et al. 2003). The arginase-initiated depletion of arginine in the microenvironment suppresses expression of the CD3 ζ chain, which is the principal signal transduction element of the T-cell receptor (TCR). T lymphocytes with a deficiency of arginine undergo a decrease in proliferation (Bronte et al. 2003), suggesting an important role for arginine in TCR signaling and modulating T-cell function at an early stage of lymphocyte activation. These compelling findings suggest that extracellular arginine is indispensible for Th2 responses in the immune system. In support of this proposition, arginine increases the expression of Th2 cytokines (IL-4 and IL-5) by Th cells in murine Peyer’s patches (Kobayashi et al. 1998). Additionally, dietary arginine supplementation enhances mRNA levels for Th2 cytokines (IL-4 and IL-10) in the spleen of rats with gut-derived sepsis (Shang et al. 2005). Similar results were observed in severely burned mice (Fan et al. 2010), mice with gut-derived sepsis (Yeh et al. 2006), and rats with subacute peritonitis (Chen et al. 2012b). In contrast, arginine supplementation with l-arginine or l-citrulline reduced the expression of IL-4 in the ileum (Chau et al. 2013). Likewise, in broiler chickens with lipopolysaccharide-induced inflammation, dietary arginine supplementation reduced the expression of IL-10 in cecal tonsils (Tan et al. 2014b). These inconsistent findings indicate that, like Th1 responses, the roles of arginine in secretion of Th2 cytokines likely depend on the model and the nutritional status of the host.

19.3.3 Arginine and Th9 Responses

The Th9 cell, one of the recently defined subsets of Th cells, preferentially produces its signature cytokine, IL-9 (Zhao et al. 2013b; Schmitt et al. 2014; Pan et al. 2013). There is evidence that the production of IL-9 is promoted by IL-4 and transforming growth factor (TGF-β), and can be further enhanced by IL-1 (Kaplan 2013). In contrast, IFN-γ inhibits IL-9 expression (Zhao et al. 2013b; Schmitt et al. 2014). Th9 cells facilitate immune responses against melanoma and intestinal worms, and are closely associated with the immunopathology of allergies and autoimmune diseases such as systemic lupus erythematosus, experimental autoimmune encephalitis, and systemic sclerosis (Zhao et al. 2013b; Schmitt et al. 2014; Pan et al. 2013).

To our knowledge, there has not been a study to directly explore the effects of arginine on Th9 responses and IL-9 production. However, as stated previously, arginine affects the expression of IL-2, IL-4, and IFN-γ, implicating a possible role for this amino acid in Th9 production and signaling. Dietary arginine supplementation augments the expression of IL-1β in LPS-challenged fish (Jiang et al. 2014) and broiler chickens (Chen et al. 2012a), as well as deoxynivalenol-treated pigs (Wu et al. 2013). Also, arginine administration promotes the expression of TGF-β in rats exposed to exogenous advanced glycosylation end products (Yeh et al. 2012) and in mice with lupus nephritis (Peters et al. 2003a). In contrast, arginine inhibits the expression of TGF-β in rats with glomerulonephritis (Peters et al. 2003b) and patients undergoing stent implantation (Dudek et al. 2002), but has no effects on rats with unilateral urethral obstruction (Ito et al. 2005). These interesting results implicate a role for arginine in influencing Th9 responses, but further evidence from in vitro and in vivo experiments is needed.
19.3.4 Arginine and Th17 Responses

Th17 cells provide protection against viral infection, and are also associated with the development of autoimmune diseases because of the recruitment of cells of the granulocyte lineage, especially neutrophils (Miossec and Kolls 2012). IL-17 is the signature cytokine for Th17 cells, but these cells also secrete IL-17F, IL-21, IL-22, and IL-23. TGF-β, IL-6, IL-1β, and TNF-α promote Th17 differentiation (Wilson et al. 2007). TGF-β promotes Th17 differentiation by suppressing the production of inhibitory cytokines IFN-γ and IL-4, or synergizing with IL-6 to induce expression of the transcription factor retinoic acid receptor-related orphan receptor-γt (RORγt), a key regulator of differentiation of Th17 cells (Ivanov et al. 2007; Shabgah et al. 2014). IL-1β and IL-6, in association with RORγt, IFN-regulatory factor 4 (IRF-4), aryl-hydrocarbon receptor (AHR), and the transcription factor signal transducer and activator of transcription 3 (STAT3), stimulate differentiation of Th17 cells (McGeachy and Cua 2008; Shabgah et al. 2014). Intriguingly, mammalian target of rapamycin (mTOR) signaling, which integrates input from insulin, growth factors, and amino acids, while sensing cellular nutrient and energy levels, also regulates differentiation of Th17 cells and IL-17 gene expression (Nagai et al. 2013; Kim et al. 2013).

Arginine promotes the expression of IL-17A in mononuclear cells in rats exposed to exogenous advanced glycosylation end products (Yeh et al. 2012). However, in the dextran sulfate sodium (DSS)–induced colitis mouse model, reduced availability of arginine was associated with IL-17 production. Further studies have shown that arginine supplementation promotes the colonic expression of IL-17 at 7 days post-DSS treatment, while reducing the expression of IL-17 and TNF-α in the colon at 12 days post-DSS administration in mice (Ren et al. 2014c). These results indicate that the effects of arginine on Th17 responses depend on the model being used. Such actions of arginine may result from Th1 and Th2 responses through mTOR signaling because this amino acid activates mTOR (Yao et al. 2008; Kong et al. 2012).

19.3.5 Arginine and Th22 Responses

Traditionally, IL-22 was regarded as the product of Th17 cells; however, recent studies have shown that a distinct subset of CD4+ T-cells in human skin produces IL-22, but not IL-17 or IFN-γ (Trifari et al. 2009). Hence, these cells have been coined “Th22.” The development of Th22 cells from naive T-cells requires stimulation by IL-6 and TNF-α or antigens in the context of plasmacytoid dendritic cells, and depends on the aryl hydrocarbon receptor (AHR) (Raphael et al. 2014). To date, there are no available data to indicate the role of arginine in Th22 responses. However, as stated previously, arginine influences the production of IL-6 and TNF-α, which provides a potential mechanism for this amino acid to affect Th22 responses.

19.3.6 Arginine and Regulatory T-Cells

Regulatory T-cells (Tregs) are important immunoregulators in many inflammatory and autoimmune diseases as they modulate secretion of anti-inflammatory cytokines and the expression of receptors for cytokines (Miyara and Sakaguchi 2007). These cells include thymus-derived or natural Tregs (nTregs) and Treg cells induced via postthymic maturation (iTregs). Tregs express the signature Foxp3 transcription factor, which is critical for their development, lineage commitment, and regulatory functions (Hori et al. 2003; Raphael et al. 2014). The two major cytokines produced by Tregs are IL-10 and TGF-β (Raphael et al. 2014). Different from Th1, Th2, and Th17 cells, which express abundant amounts of glucose transporter 1 (Glut1) on their membranes and are highly glycolytic, Tregs express low levels of Glut1 and have high lipid oxidation rates in vitro (Michalek et al. 2011). TGF-β is required for the generation of iTregs because, under the influence of IL-2, TGF-β induces the expression of Foxp3 in a paracrine feedback loop, leading to conversion of naive T-cells (Th0) into iTreg cells (Carrier et al. 2007). This is distinct from Th17 cells for which TGF-β, in the presence of IL-6, activates naive T-cells to express the transcription factors STAT3 and RORγt and to secrete IL-17.
mTOR signaling is critical for proliferation and differentiation of Treg cells by promoting glycolysis and expression of the transcription factor hypoxia-inducible factor 1α (HIF1α), which binds FoxP3 and targets FoxP3 for proteasomal degradation (Dang et al. 2011; Coe et al. 2014). Tregs increase expression of arginase 1 and NOS2 in actively tolerant skin grafts in vivo (Cobbold et al. 2009), providing evidence that Tregs can influence arginine availability and arginine, in turn, may affect responses of Treg cells. In mice infected with *Plasmodium yoelii* 17XL, arginine supplementation does not affect the number of Treg cells (Zhu et al. 2012). In contrast, arginine supplementation lowers the percentage of Foxp3 Treg cells in rats treated with exogenous advanced glycosylation end products (Yeh et al. 2012). A concern with these previous studies is the inconsistent doses of arginine and different composition of other amino acids in the animal diets. In light of the inconsistent evidence from in vivo studies, effects of arginine at nutritional and physiological doses on Treg cell responses merit further investigations.

### 19.3.7 Arginine and CD8+ T-Cells

CD8+ T-cells are cytotoxic T-cells that kill (a) cells infected by pathogens (e.g., viruses), (b) cancer cells, and (c) cells that are damaged by various factors. Unlike CD4+ T-cells, which recognize an MHC class II–presented antigen, CD8+ T-cells are activated by an MHC class I–presented antigen. Upon activation, CD8+ T-cells cause apoptosis in target cells through the release of cytotoxins (perforin, granzymes and granulysin) or via the FasL–Fas pathway. CD8+ T-cells also produce IFN-γ, TNF-α, and IL-2 in response to an immunological challenge (Chen and Kolls 2013).

Results from in vitro studies indicate that arginine increases the proliferation of cytotoxic T-cells, the number of CD45RA-negative CD8 positive (memory) T-cells, and the abundance of cell-surface CD8 receptors (CD8R) and CD3 receptors (CD3R) (Ochoa et al. 2001). Dietary arginine supplementation increases the number of CD8+ T-cells at 2 days postinoculation of infectious bursal disease virus (IBDV) in broiler chickens (Tan et al. 2015). Similar results have been reported for weaned pigs after *Escherichia coli* LPS challenge (Zhu et al. 2013). However, for patients with gastric cancer, arginine-enriched nutrition has little effect on CD8+ T-cells, but increases the numbers of CD4+ T-cells and NK cells (Zhao et al. 2013a). Likewise, arginine supplementation does not affect the number of CD8+ cells in whole blood or splenocytes from rats with gut-derived sepsis (Shang et al. 2005). However, interpretation of these results is seriously confounded because the control and experimental diets differed not only in arginine content, but also in other amino acids. Thus, the effects of arginine on CD8+ T-cells require further investigation.

### 19.3.8 Arginine and γδ T, NKT, and Tfh Cells

Unlike conventional T-cells (CD4 and CD8), which have a T-cell receptor composed of α and β chains, γδ T-cells are a small subset of T-cells that contain one γ chain and one δ chain. Human γδ T lymphocytes include two subsets: (1) Vδ1T cells, which are located primarily in mucosa-associated lymphoid tissues (e.g., intestine) and play a critical role in the first line of defense against viral, bacterial, and fungal pathogens; and (2) Vδ2T cells, which are present in blood and respond to mycobacteria and solid tumors (Poggi and Zocchi 2014). The γδ T-cells produce IFN-γ, TNF-α, and IL-17 in response to infection (Chen and Kolls 2013). Natural killer (NK) T-cells are a subset of T-cells expressing a TCRαβ and several NK cell markers (e.g., NK1.1). NK T-cells recognize antigens presented by the CD1d molecule and produce Th1, Th2, or Th17 cytokines, thereby affecting immune responses against pathogens and the onset of autoimmune diseases (Ghazarian et al. 2014; Chen and Kolls 2013). Follicular helper T-cells (Tfh), which are found in B-cell follicles of secondary lymphoid organs, are antigen-experienced CD4+ T-cells that express B-cell follicle homing receptor CXC chemokine receptor 5. Tfh cells facilitate B-cell activation and antibody production by interacting with ligands on the surface of B-cells (Morita et al. 2011). IL-6 and IL-21 are critical cytokines for the differentiation of Tfh cells, which preferentially produce IL-21 (Nurieva et al. 2008). In turn, IL-21 regulates proliferation, maturation, and class switching of B-cells (Spolski and Leonard 2008).
There is increasing evidence that arginine or the arginine-NO pathway influences the responses of γδT, NKT, and Tfh cells to immunological challenges. For example, in CAT2−/− mice which cannot transport arginine, DSS treatment increases the number of IL-17-expressing γδT cells in the colon and mesenteric lymph nodes compared to wild-type mice (Singh et al. 2013). Interestingly, arginine restores NKT cytotoxicity in vivo and in vitro (Santarelli et al. 2006). Besides NO, polyamines produced from arginine may also modulate proliferation and differentiation of all T lymphocytes (Wu 2013).

19.4 ARGININE AND HUMORAL IMMUNITY

Upon activation, B-cells produce antibodies (e.g., IgA, IgD, IgE, IgG, and IgM), which identify and neutralize foreign pathogens such as bacteria and viruses. Nutrients, including arginine and vitamin A, are critical for B-cell development and proliferation, class switch recombination (a biological mechanism responsible for changes in the production of antibodies by B-cells from one type to another, such as from IgM to IgG), and the generation of antibodies by plasma cells (Ross et al. 2009). Thus, arginine affects humoral immunity in the host and increases IgA secretion by the small intestine of rats with septic peritonitis (Shang et al. 2004). Dietary supplementation of young pigs with arginine enhances concentrations of IgG and IgM in serum compared with unsupplemented controls (Tan et al. 2009). Similar findings have been reported for severely burned mice (Fan et al. 2010). However, when arginine was administrated through parenteral nutrition, no significant changes in intestinal and respiratory tract IgA levels in mice were detected (Fukatsu et al. 2004; Shang et al. 2004). This is likely because there is little uptake of arginine from the vascular system of the gut (Wu 1998).

In vaccine-immunized models, dietary arginine supplementation augments pathogen-specific production of antibodies by B-cells against Pseudomonas aeruginosa in mice at 4 and 7 weeks after immunization with detoxified Pseudomonas exotoxin A linked with the outer membrane proteins I and F (Shang et al. 2003). Likewise, dietary arginine supplementation increases serum IgG antibodies against pneumococcal polysaccharide serotypes 5 in older people after vaccination against Streptococcus pneumonia (Moriguti et al. 2005). Also, in mice immunized with an inactivated Pasteurella multocida vaccine, the antibody titers against Pasteurella multocida after arginine supplementation are much higher than those in the vaccine-oil adjuvant mice, and even at 36 hours postinfection with P. multocida serotype A (Ren et al. 2013d). However, effects of arginine on antibody production vary among animal models challenged with pathogen-induced infections. For example, in mice challenged with influenza virus A/Port Chalmers/1/73 (H3N2), dietary arginine supplementation has little effect on antibody titers to influenza in serum at day 31 postchallenge (Suarez Butler et al. 2005). In contrast, dietary arginine supplementation decreases mucosal secretory IgG concentrations in broiler chickens subjected to a coccidial challenge (Tan et al. 2014a). However, dietary arginine supplementation increases antibody titers in serum against infectious bursal disease virus in broiler chickens infected with bursal disease virus (Tan et al. 2015). Further research is required to understand the complex roles of arginine in modulating humoral immunity in animals with various pathogen-induced diseases.

19.5 CONCLUSION AND PERSPECTIVES

A deficiency of arginine in the diet severely impairs immunity in mammals, birds, and fish (Li et al. 2007). Over the past decade, there has been rapid progress toward increasing understanding of the roles of arginine in regulating the production of cytokines by T-cells and antibodies by B-cells to modulate both innate and adaptive immunities (Figure 19.3). In innate immunity, arginine influences the expression of toll-like receptors and antimicrobials (Ren et al. 2014a), the phagocytic activity of immunologically activated macrophages (Rutherford-Markwick et al. 2013), antioxidant enzymes (e.g., superoxide dismutase and glutathione peroxidase) (Jobgen et al. 2009a,b),
low-molecular-weight antioxidants (e.g., glutathione) (Ren et al. 2012a), tight junction proteins (Ren et al. 2014c), and other mediators (e.g., NO, creatine, and polyamines) (Wu 2009, 2010; Li et al. 2007). In adaptive immunity, arginine affects the responses of Th cells to antigens, the activity of cytotoxic T cells, and the production of antibodies against specific pathogens. There is considerable evidence that the effects of arginine on innate and adaptive immunities depend on a variety of physiological and pathological factors, including dietary provision of protein, amino acids, fatty acids, carbohydrates, vitamins, and minerals. In this context, balanced nutrition is a foundation for arginine to exert its beneficial actions on the immune system to protect the host from invading pathogens. Thus, arginine is truly a functional amino acid (Wu 2010) and must be provided in diets to improve health and well-being in humans and animals (Hou et al. 2015). The concept of dietary essentiality of arginine in both young and adult animals and humans represents a new paradigm shift in nutritional immunology.
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20.1 INTRODUCTION: NO AND NOS

Although the importance of nitric oxide (NO) on the immune system is well known (Bogdan 2001, 2015), its mechanisms remain poorly described due to the involvement of different proteins and pathways and many interactions among these. NO is a free radical produced by the enzyme nitric oxide synthase (NOS) from the amino acid L-arginine. NO regulates some of the most important functions in the body, including blood pressure, neurotransmission, platelet aggregation, and the immune response (Murad et al. 2011). NO is a gas, is often short lived, and acts locally to its site of production. However, the vast range of functions of NO can be explained partly by its ability to form complexes by associating with thiol groups on peptides and proteins, for example glutathione and hemoglobin, and then disassociating from these complexes, allowing it to act at sites distal from its formation.

There are three ubiquitous NOS isoforms that have been characterized in mammalian tissues, encoded by different genes: neuronal NOS (nNOS), endothelial NOS (eNOS), and inducible NOS (iNOS), each one with different targets (Nathan 1992) (Figure 20.1). NOS proteins are heme proteins, and all three isoforms need calmodulin to be activated; NO formation is a Ca2+-dependent reaction. NOS enzymes carry out the oxidation of the semi-essential amino acid L-arginine, catalyzing a 5-electron oxidation of the guanidine nitrogen of L-arginine to produce NO and citrulline (Figure 20.1). The NO metabolites nitrate and nitrite are stable and long lived, and may be NO storage pools. Nitrite and nitrate can be easily determined using the Griess reaction that measures the combined concentrations of both anions (termed NOx).

Neuronal NOS (nNOS) was the first NOS isoform to be described. It is expressed in central and peripheral neurons and also in some other cell types, such as in skeletal muscle cells. Its functions include synaptic plasticity in the central nervous system (CNS), central regulation of blood pressure, smooth muscle relaxation, and vasodilatation via peripheral nitricergic nerves (Förstermann et al. 2012). It has been shown that nNOS also plays an important role in glomerular (Blantz et al. 2002) and gastric function (Takahashi 2003).
Inducible NOS (iNOS) is induced in response to inflammatory cytokines and bacterial lipopolysaccharide (LPS) in macrophages, neutrophils, hepatocytes, and other cells (MacMicking et al. 1997). Macrophages stimulated with LPS produce NO and CO by concomitant transcriptional activation of iNOS and heme oxygenase-1 (HO-1), and inhibition of iNOS activity by N-monomethyl-L-arginine significantly suppressed LPS induction of HO-1 without affecting the iNOS protein level. Large amounts of NO produced through iNOS play a significant role in killing invading microbes. NO can activate the apoptotic signal cascade in some situations, whereas it protects cells against spontaneous and induced apoptosis. Overproduction of NO is involved in pathogenesis of various inflammatory diseases (Nathan 1992). There is evidence of an association between increases in iNOS activity and peroxynitrite levels (Figure 20.2), the latter being considered as a biomarker of inflammatory disease (Ascenzi et al. 2010).

Endothelial NOS (eNOS) is responsible for the production of most of systemic NO (Knowles and Moncada 1994). In disease states such as atherosclerosis, hypoxic conditions combined with an oxidative environment can limit eNOS-derived NO production (Knowles and Moncada 1994; Stuehr 1999). Overall, altered NO production is an early event in the progression to poor vascular health outcomes, as in the cardiovascular system; thus its detection and measurement remains a valid indicator to preview patient health.

### 20.2 NITRIC OXIDE AND THE IMMUNE SYSTEM

The innate immune system is an ancient first line of defense against foreign organisms (Hoffmann et al. 1999). In contrast to the genetic rearrangements and clonal selection processes that underlie adaptive immunity, innate immunity relies on the functions of germ-line encoded gene products.
Nitric Oxide and the Immune System

NO is a highly reactive molecule with innate immune functions, as well as roles in responses to hypoxia and CNS development (Dawson et al. 1991; Breit and Snyder 1994; Gibbs and Truman 1998; Bogdan 2001, 2015). NO plays an important role in different immune cells, including T lymphocytes, dendritic cells, natural killer cells, and mast cells, cell types belonging to both innate and adaptive immunity (Table 20.1). iNOS activity is responsible for most NO-mediated immune effects, which apart from releasing NO, provokes the depletion of local arginine (together with arginase) in macrophages or other host cells promoting growth inhibition and death of the parasites. Because NO can diffuse across cell membranes, it has an antimicrobial activity and can act in cells that do not express iNOS. For example, there is evidence that the diffusion of NO from phagocytes at the site of infection promotes equally effective parasite killing in both NO-producing cells and bystander cells.

Macrophages are divided into two major phenotypic categories (M1 and M2) depending on their activation status and inflammatory tone. Once differentiated, M1 macrophages trigger a Th1-mediated immune response; M1 macrophages secrete large amounts of NO to kill intracellular pathogens and to exert cytotoxicity toward tumor cells, killing tumor clones. Later in the response, tumor-reprogrammed macrophages produce low levels of NO/reactive nitrogen species (RNS), which permits cancer growth and spreading (Srisook et al. 2005). M2 macrophages express high levels of arginase-I, which competes with iNOS for their common substrate L-arginine, thus preventing NO generation. In cancer, it is known that high concentrations of NO impair T-cell functions by blocking the signaling cascade downstream of IL-2 binding (Predonzani et al. 2015). In contrast, lower concentrations of NO have been shown to promote Th1 differentiation by selectively upregulating IL-12 receptor beta 2. Dendritic cells (DCs) act as sources of NO during a variety of infections. Natural killer (NK) cells are important cells of the innate immune system,

---

<table>
<thead>
<tr>
<th>Cellular Source of NO</th>
<th>Category of Response</th>
<th>Effector Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Macrophages, microglia, neutrophils, eosinophils, fibroblasts, endothelial cells, epithelial cells</td>
<td>Antimicrobial activity</td>
<td>Killing or reduced replication of infectious agents (viruses, bacteria, protozoa, fungi, and helminths)</td>
</tr>
<tr>
<td>Macrophages, eosinophils</td>
<td>Antitumor activity</td>
<td>Killing or growth inhibition of tumor cells</td>
</tr>
<tr>
<td>Macrophages, microglia, astroglia, keratinocytes, mesangial cells</td>
<td>Tissue damage (immunopathology)</td>
<td>Necrosis or fibrosis of the parenchyma</td>
</tr>
<tr>
<td>Macrophages (“suppressor phenotype”)</td>
<td>Anti-inflammatory—inmunosuppressive effect</td>
<td>Immunoregulatory functions: inhibition of T- and B-cell proliferation, leukocyte recruitment (adhesion, extravasation, chemotaxis), antibody production by CD5+ B-cells, autoreactive T- and B-cell diversification</td>
</tr>
<tr>
<td>Macrophages, T-cells, endothelial cells, fibroblasts</td>
<td>Modulation of the immune response</td>
<td>Up- and downregulation (e.g., of: IL-1, IL-6, IL-8, IL-10, IL-12, IL-18, IFN-γ, TNF, TGF-β, G-CSF, VEG, MIP-1α, MIP-2, MCP-1)</td>
</tr>
<tr>
<td>Macrophages</td>
<td>Modulation of the immune response</td>
<td>Induction and differentiation of Th1 cells; suppression of Th1 (and Th2) cell responses; suppression of tolerogenic T-cell responses</td>
</tr>
</tbody>
</table>
contributing to host defense towards bacteria, viruses, and parasites. Moreover, NKs actively participate in tumor surveillance and rejection of transplanted organs. However, the role of NO in NK cell activation and action is not completely understood. It was proposed that endogenous NO generation by eNOS prevents NK cells from activation-induced apoptosis, providing self-protection (Cifone et al. 2001). Mast cells are highly specialized secretory cells distributed widely throughout the tissues, particularly in proximity to blood vessels, nerves, and epithelial surfaces (Metcalfe et al. 1997; Williams and Galli 2000). The action of NO on mast cells is time-dependent, requiring several hours, and is non-cGMP mediated, most probably involving chemical modification of proteins. A combination of in vitro and in vivo studies reveal inhibitory actions of NO on mast cell degranulation and mediator release, and mast cell–dependent inflammatory events including vasodilatation, and leukocyte-endothelial cell adhesion. In inflammatory diseases, such as asthma, human and animal studies reveal possible proinflammatory and protective roles for NO, but overall the weight of evidence indicates a beneficial immunologic role for NO (Table 20.1). Future research directions in inflammation and asthma are likely to cover the regulatory and signaling effects of NO on mast cells, T-cells and other key cells, and the effects of NO donors and NOS inhibitors on disease severity and progression.

20.3 ROLE OF NITRIC OXIDE IN AUTOIMMUNE DISEASES

An autoimmune disease is characterized by a chronic inflammatory state and a dysregulation of immune tolerance, a complex process involving both genetic and environmental factors. In an effort to promote an effective immune response in the control of infectious diseases, NO (mainly iNOS mediated) may be involved in the breakdown of immunity, triggering chronic inflammatory disorders or contributing to autoimmune diseases (Singh et al. 2000). NO has recently been shown to act as a potent cytotoxic effector molecule as well as to play an important role in the pathogenesis of organ-specific autoimmunity. NO may also modulate autoimmunity by altering the Th1/Th2 balance (Hooper et al. 1995).

20.4 NITRIC OXIDE AND VASCULAR DISEASES

20.4.1 NO AND ENDOTHELIAL DYSFUNCTION

The endothelial cells of the vascular system are responsible for many biological activities that maintain vascular homeostasis. Responding to a variety of chemical and physical stimuli, the endothelium elaborates a host of vasoactive agents. One of these agents, originally termed endothelium-derived relaxing factor, is now accepted to be NO, and it influences both cellular constituents of the blood and vascular smooth muscle (Furchgott et al. 1999; Ignarro et al. 2002). A principal intracellular target for NO is guanylate cyclase, which, when activated, increases the intracellular concentration of cyclic guanosine monophosphate (cGMP), which in turn activates protein kinase G. Acting by this pathway, NO induces relaxation of vascular smooth muscle and inhibits platelet activation and aggregation. Derangements in endothelial production of NO are implicated as both a cause and a consequence of vascular diseases, including hypertension, atherosclerosis, and coronary artery disease (Moncada and Higgs 2006). According to the World Health Organization (WHO), cardiovascular disease is the number one killer of both men and women in the U.S., representing a staggering 40% of all deaths. One million people die each year and more than 6 million are hospitalized in the U.S. as a result of cardiovascular disease. Ischemic heart diseases alone cause nearly 20% of all deaths. Development of heart disease involves a dysfunctional endothelium; this occurs early and is easily found in patients with diabetes, hypertension, and obesity, and in smokers (Lundberg et al. 2009). An enhanced inactivation and/or reduced synthesis of NO is seen, in conjunction with risk factors for cardiovascular disease. This condition (i.e., endothelial dysfunction) can promote vasospasm, thrombosis, vascular...
inflammation, and proliferation of vascular smooth muscle cells. Vascular oxidative stress with an increased production of reactive oxygen species (ROS) contributes to mechanisms of vascular dysfunction. Oxidative stress is mainly caused by an imbalance between the activity of endogenous pro-oxidative enzymes (such as NADPH oxidase, xanthine oxidase, and the mitochondrial respiratory chain) and anti-oxidative enzymes (such as superoxide dismutase, glutathione peroxidase, heme oxygenase, thioredoxin peroxidase/peroxiredoxin, catalase, and paraoxonase) in favor of the former. Also, small molecular weight antioxidants may play a role in the defense against oxidative stress. Increased ROS concentrations reduce the amount of bioactive NO by chemical inactivation to form toxic peroxynitrite (Förstermann 2010) (Figure 20.2). Peroxynitrite, in turn, can “uncouple” eNOS to become a dysfunctional superoxide-generating enzyme that contributes to vascular oxidative stress. Oxidative stress and endothelial dysfunction can promote atherogenesis. Drugs in clinical use such as ACE inhibitors, AT(1) receptor blockers, and statins have pleiotropic actions that can improve endothelial function. Also, there may be a role for dietary polyphenolic antioxidants, which can reduce oxidative stress, and for the antioxidant vitamins C and E, although clinical trials have failed to show an improved cardiovascular outcome with the latter.

20.4.2 NO AND INFLAMMATION

NO is produced as part of the inflammatory response, and so elevated NO metabolites are seen in inflammatory conditions such as in the inflammatory bowel diseases (IBDs) in which iNOS activity is related to disease activity. In tissues suffering chronic inflammation, such as inflamed bowel tissue in patients with ulcerative colitis, iNOS can generate high concentrations of NO that promote carcinogenesis by inhibiting apoptosis, enhancing prostaglandin formation, and promoting angiogenesis (Saijo et al. 2009). As NO can act distal from the site where it is produced, it is also possible to see the consequences of inflammation in extra-bowel tissues, because of IBD. These effects may involve NO or its metabolic peroxynitrite. For example, studies showed increases in platelet aggregation and thromboembolic events, as a consequence of IBD. Thus, it is not clear if NO is protective or harmful, since it has different actions depending upon its cellular origin, site of production, concentration, and target.

20.5 DIET AND NITRIC OXIDE

Because NO is synthesized from the amino acid l-arginine, dietary recommendations for boosting NO might include protein-rich meat and poultry. However, much dietary arginine is metabolized in the enterocytes limiting its availability as a NOS. Also dietary arginine would need to be targeted to sites where specific NOS isoforms activities were desired. Another dietary source of NO could be nitrates and nitrates (Bryan and Ivy 2015; Milkowski et al. 2010). Many plant foods, particularly beets and leafy greens like kale, Swiss chard, arugula, and spinach, are rich in nitrates and nitrates. Coupled with its abundance of protective potassium, it is not surprising that a plant-based diet is associated with lower blood pressure and reduced risk of stroke, heart attack, diabetes, and a variety of other health concerns (Zand et al. 2009). Plant rich diets like the Mediterranean diet and the Japanese diet contain significant amounts of nitrate.

The amount of nitrate in plants is a consequence of multiple factors, such as genotype, soil conditions, growth conditions, and storage and transport conditions. Nitrate is converted in nitrite by the action of nitrate reductase enzymes in anaerobic bacteria in the oral microbiota. In the absence of oxygen these bacteria use nitrate as an alternative electron acceptor to gain adenosine triphosphate. The nitrite produced is concentrated in the salivary gland, making saliva 1,000 times richer in nitrite than blood. In the stomach, nitrite-rich saliva meets the acidic gastric juice, nitrite is protonated to form nitrous acid (HNO2), which then decomposes to NO and other nitrogen metabolites that are absorbed and transported throughout the body. Because of the benefits of NO in many physiologic functions, it has been discussed how to increase NO bioavailability through supplementation with NO-rich or NO-active food (Hord et al. 2009). It is known that the oral administration of nitrate
and nitrite is efficient at promoting NO production (Lundberg et al. 2009). Some dietary supplements have been formulated based on these ideas.

Long-term consumption of diets containing high levels of nitrate and nitrite may have important implications for providing health benefits by ensuring high concentrations of nitrogen oxides as a “reserve” for tissue defense and homeostasis in stress and disease. Another important and very old application of nitrate in diet is as a preservative. Nitrite is able to inhibit outgrowth of Clostridium botulinum spores in nonrefrigerated meat products. Also, nitrate has the capacity to inhibit growth of Listeria monocytogenes, E. coli, Staphylococcus aureus, and Bacillus cereus in processed meats. Nitrate can protect the body from foodborne pathogens such as Escherichia coli 0157:H7 and salmonella by enhancing gastric fluid, when nitrate is converted to nitrous acid and other nitrogen oxides. The WHO acceptable daily intake for nitrate (0–3.7 mg/kg body weight) translates into an equivalent of 222 mg nitrate for a 60 kg adult. The conclusions of the European Food Safety Authority is that the benefits of vegetable and fruit consumption outweigh any perceived risk of developing cancer from the consumption of nitrate and nitrite in these foods.

NO has become of interest in sports nutrition and is being used in sport supplements and drinks. This is because NO seems to enhance performance by improving muscular efficiency at various levels. This is a natural response to exercise in the body, that is lost when endothelial cells lose the ability to produce NO, leading to endothelial dysfunction. On the other hand, physical activities are good in preventing age-related NO decrease, proved by studying old athletes.

20.6 NITRIC OXIDE AND PHARMACEUTICALS

There are three classes of pharmaceutical agents related to NO. Organic nitrates such as nitroglycerin are used for the treatment of acute angina, while inhaled NO therapy is used in neonates for treatment of pulmonary hypertension because of underdeveloped lungs. Finally phosphodiesterase inhibitors such as sildenafil are used to treat erectile dysfunctional. Some of these increase NO while some act on downstream second messengers of NO. There is currently much research in how to apply NO in other disease situations like pulmonary hypertension and ventilator-induced lung injury (Lundberg et al. 2009). Very low doses of dietary nitrite attenuated proteinuria, preventing renal histological damage induced by chronic administration of a NOS inhibitor (Kanematsu et al. 2008). There is research on NO in organ transplantation and ischemia. Future discoveries in NO biology and therapeutics will bring new treatments and an important reduction in healthcare costs.
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21.1 INTRODUCTION

Glutamine is recognized as a crucial and versatile amino acid for cell survival and growth, playing an important role in metabolism. Moreover, compared to all other amino acids in the body, glutamine is present at the highest extracellular concentration, and is considered the most abundant free amino acid. In fact, in addition to glucose, glutamine represents a primary nutrient for maintenance of the body’s homeostasis (Newsholme et al. 2003a).

Because it can be synthesized and released from many tissues, glutamine is classified as nutritionally nonessential. However, in some catabolic conditions such as sepsis, recovery from burns or surgery, as well as in high-intensity exercise, glutamine availability can be compromised due to the increased requirements, especially from the rapidly dividing cells of the immune system and other leukocytes (Newsholme 2001; Cruzat et al. 2014c). For this reason, glutamine is considered as a “fuel for the immune system,” and a low concentration may impact on defense mechanisms, resulting in poor clinical outcomes and increased risk of mortality (Rodas et al. 2012). Thus, glutamine supplementation has been widely studied in order to gain insight into optimal routes for glutamine provision, amounts, and metabolism.

Eric Newsholme’s laboratory at the University of Oxford was the first to demonstrate glutamine utilization by lymphocytes and macrophages; this work was published in a series of papers in the 1980s (Ardawi and Newsholme 1982, 1983; Newsholme et al. 1986; Newsholme, Gordon, and Newsholme 1987). The mechanisms underlying the diverse actions of glutamine are only now becoming clear and are discussed in the present chapter.
21.2 GLUTAMINE METABOLISM IS IMPORTANT FOR CELL FUNCTION

Glutamine ($C_5H_{10}N_2O_3$) is present at ten- to hundredfold in excess of any other free amino acid in the blood. *In vitro* studies demonstrated that glutamine could not be replaced by glutamic acid or glucose or other amino acids, when cell function and viability were tested. Glutamine can be utilized for a wide variety of functions via many metabolic pathways. Glutamine oxidation can lead to the production of ATP, nicotinamide adenine dinucleotide phosphate (NADPH), and CO$_2$, while the amide nitrogen atom can be utilized for biosynthetic purposes, including synthesis of purines, pyrimidines, and amino sugars (Newsholme et al. 2003b). Moreover, glutamine plays crucial roles in cellular defense mediated by glutathione (GSH), heat shock proteins (HSPs), and the hexosamine biosynthetic pathway (HBP), required for maintaining cellular integrity and function.

At physiological pH, the carboxyl group of glutamine carries a negative charge, whereas the amino group is protonated, resulting in a molecule with a net charge of 0, thus classifying glutamine as a neutral amino acid. The side-chain amide group is easily removed by various enzymatic reactions and even by spontaneous hydrolysis at room temperature. These particular biochemical characteristics confer to l-glutamine the ability to be highly hydrophilic and a preferred substrate for cells requiring a source of l-glutamate and/or ammonium ion (NH$_4^+$) for physiologic purposes (Young and Ajami 2001).

Hlaziwetz and Habermann in 1873 first described glutamine as a molecule with important biological properties and a structural component of proteins. Subsequently, it was shown that free glutamine is abundant in certain plants, but relatively little was known about the metabolism of glutamine until the 1930s. The number of studies reporting the importance of glutamine metabolism increased significantly following the early work of Sir Hans Adolf Krebs (1900–1981) (Krebs 1935), who was responsible for many important discoveries in metabolic biochemistry and physiology in the twentieth century (he jointly received the Nobel Prize in Physiology or Medicine in 1953) (Meister 1956).

In culture, cells utilize glutamine in a greater amount than any other amino acid (Eagle et al. 1956; Curi et al. 2005a). Eagle and colleagues observed structural degeneration followed by cell death in isolated mouse fibroblasts cultivated in the absence of glutamine (Eagle 1959). Further work at that stage was hampered partly because glutamine was classified as a nonessential amino acid, but also because it was difficult to measure the levels in plasma and tissues.

Throughout the 1960s, 1970s, and 1980s, the University of Oxford was the location for several of the key researchers that have shaped our current understanding of the regulation of energy, glucose, fatty acid, ketone body, and amino acid metabolism in health and disease (such as diabetes, inflammatory diseases, and cancer). Hans Krebs, Philip Randle, Derek Williamson, and Eric Newsholme all worked on metabolic regulation utilizing different research models, from isolated cells *in vitro*, to human and *in vivo* experiments. Studies with various cell types, such as HeLa cells (Eagle 1959), lymphocytes (Ardawi and Newsholme 1982), macrophages (Newsholme et al. 1986), and enterocytes (Yamauchi et al. 2002) demonstrated the importance of glutamine for cell division, function, and maintenance of intermediary metabolism. These studies raised the profile for glutamine in publications, which averaged two or three per year in the late 1960s and early 1970s but reached well in excess of 1,000 publications in 2014.

There are many enzymes that are involved in glutamine metabolism. Glutamine is synthesized in specialized tissues and organs including skeletal muscle and brain, from glutamate, depending on ATP availability. Glutamine synthetase (GS) promotes glutamine synthesis from glutamate. Glutamate in turn is synthesized from 2-oxoglutarate and NH$_4^+$: Hence, the synthesis of glutamine provides an efficient mechanism for nitrogen export and transport, as well as ammonia (NH$_3$) removal. Glutamine hydrolysis occurs through the action of the glutaminase (GLS) enzyme, releasing NH$_4^+$ and glutamate (Newsholme et al. 2003a) (Figure 21.1).

Glutamine and the related amino acid glutamate are 5-carbon amino acids (Figure 21.1). Glutamate is a molecule with two carboxyl groups, conferring a net negative charge. This
biochemical difference between glutamate and glutamine partially accounts for the transport of these two amino compounds across the cell membranes through different transport systems, at substantially different rates (glutamine at a much higher rate) altering cell function in markedly different ways (Newsholme et al. 2003b). The intracellular glutamate supply (very important for cellular metabolism, as described below) will occur through glutamine availability.

Cells of the immune system, the kidney, and the intestine are considered predominantly glutamine-consuming (van de Poll et al. 2004) (Figure 21.2). In response to starvation or a high protein diet or even high catabolic situations or diseases, such as sepsis and uncontrolled diabetes, glutaminase activity increases, since under these situations there is a heightened catabolism of amino acids, whether derived from muscle stores or from dietary sources (Cruzat et al. 2014c, Labow, Souba, and Abcouwer 2001).

Increased glutaminase activity and increased glutamine catabolism are partly to support increased gluconeogenesis in the kidney and liver, which depends on precursors derived from the carbon skeleton of glutamine, delivering additional nitrogen to the urea cycle for disposal. On the other hand, the skeletal muscles, the lungs, the liver, and the brain exhibit a higher capacity for glutamine synthesis by means of glutamine synthetase, and therefore may be considered predominantly glutamine-synthesizing tissues (Antonio and Street 1999; Frayn et al. 1991) (Figure 21.2). All tissues are important for glutamine metabolism and homeostasis; however, the liver and skeletal muscle play key roles in the maintenance of glutamine availability (Figure 21.2).

Glutamine concentration in the blood can be altered in catabolic situations, such as sepsis (Newsholme 2001; Cruzat et al. 2014c), infections (Rogero et al. 2008a), surgery (Rodas et al. 2012), trauma (Flaring et al. 2003), and intense and prolonged physical exercise (Cruzat and Tirapegui 2009; Newsholme et al. 2011). This effect may compromise cell function, especially within the immune system. Importantly in some catabolic situations, which includes diabetes (Menge et al. 2010; Tsai et al. 2012), metabolic syndrome, and especially exhaustive physical exercise (Petry et al. 2014), plasma glutamine may be reduced from around 500–700 to 300–400 μM with possible impact in immune cells (Hiscock and Pedersen 2002). Immune cells generally perform well over these ranges of plasma glutamine in terms of proliferation and function (Cruzat, Krause, and
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However, glutamine stores, especially in the liver and skeletal muscle, may fall in catabolic situations, altering immune competence (Cruzat et al. 2014c, Newsholme et al. 2011; Rogero et al. 2008a, Cruzat, Rogero, and Tirapegui 2010). This may have an impact in clinical outcome, recovery, and, in critically ill patients, increase the risk of mortality (Rodas et al. 2012).

21.3 METABOLIC FATES OF GLUTAMINE IN IMMUNE CELLS

Lymphocytes, macrophages, and neutrophils play crucial roles in the immune and inflammatory responses (see also Chapter 1). This system is of fundamental importance not only in preventing or limiting infection (immune activation), but also in the overall process of repair and recovery from injury (wound healing and resolution of inflammation). Although glucose is a vital metabolite, and a main fuel for a large number of cells in the body, in the early/mid 1980s it was established that immune cells such as lymphocytes and macrophages could utilize glutamine at high rates similar to or greater than glucose (Curi, Newsholme, and Newsholme 1986; Newsholme, Newsholme, and Curi 1987). Currently, it is clear that immune cells have a high dependence on glutamine availability.

21.3.1 GLUTAMINE AND NEUTROPHIL METABOLIC REQUIREMENTS

Acting as antibacterial effector cells, neutrophils are part of the first line of defense cells. When encountering pathogens, neutrophils engage in phagocytosis of bacteria either directly or in cooperation with antigen-specific defenses. Neutrophils are critical for defense against several different pathogens, from viruses to multicellular parasites that cause potentially lethal infections. The capacity to recognize and kill invaders largely depends on protein factors derived from activation of

FIGURE 21.2 Glutamine metabolism in health and disease. Tissues such as brain, lungs, liver, skeletal muscle, and the gut exhibit enzymes that control both glutamine synthesis and degradation, named glutamine synthetase (GS) and glutaminase (GLS), respectively. Cells of the immune system and kidneys do not exhibit GS, only GLS. In a healthy or fed state, glutamine stores are in equilibrium in plasma and tissues, maintained constantly mainly by the liver and skeletal muscles, two major stores of glutamine in the body. Under disease states or catabolic situations, glutaminemia is affected. However, even in catabolic situations, plasma glutamine can be maintained by glutamine stores, which fall since the liver consumes the amino acid to generate glucose among other functions, and immune cells, kidney, and the gut increase their consumption. Moreover, due to the catabolic process, muscle cells reduce their capacity to release glutamine.

Newsholme 2014). However, glutamine stores, especially in the liver and skeletal muscle, may fall in catabolic situations, altering immune competence (Cruzat et al. 2014c, Newsholme et al. 2011; Rogero et al. 2008a, Cruzat, Rogero, and Tirapegui 2010). This may have an impact in clinical outcome, recovery, and, in critically ill patients, increase the risk of mortality (Rodas et al. 2012).
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inflammation and degranulation of specialized cells. However, neutrophils are additionally associated with extracellular structures, composed of decondensed chromatin and antimicrobial factors, also called neutrophil extracellular traps (NETs). The action of NETs requires the synthesis of reactive oxygen species (ROS), the enzyme myeloperoxidase (MPO), and neutrophil elastase (NE), found in azurophil granules (Bransk et al. 2014). Once activated, NE is released into the cytosol and translocates to the nucleus, where it cleaves histones so releasing chromatin from its condensed form. Although these steps may occur independent of enzymatic activity, their combination is essential to constitute an important trigger for timely cell rupture and NET release (Papayannopoulos et al. 2010). The process of ROS production and release is dependent on activation of the NADPH oxidase 2 enzyme (NOX2), increasing the synthesis of superoxide (O$_2^-$) from molecular oxygen (Rodrigues-Krause et al. 2013). NADPH oxidase generated O$_2^-$ is rapidly removed by superoxide dismutase (SOD) activity resulting in the synthesis of hydrogen peroxide (H$_2$O$_2$). ROS are also produced by the release of MPO to generate hypochlorous acid (HOCl) in the presence of chloride. HOCl acts as a potent oxidant and sterilizing factor (Tidball 2005). However, secondary damage to cells may occur as described for exercise and loading/unloading muscle tissues (Dong et al. 2011).

The primary metabolic substrates for neutrophil survival and activation are glucose and glutamine. However, when compared to other cell types, such as macrophages and lymphocytes, neutrophils consume glutamine at the highest rates (Pithon-Curi, De Melo, and Curi 2004; Pithon-Curi, Trezena et al. 2002). Much of the glutamine is converted to glutamate, aspartate (via Krebs cycle activity), and lactate, and under appropriate conditions, CO$_2$. Glutamine and glutamate are critical for generation of essential compounds in leukocytes, including glutathione. However, via malate generation and action of malic enzymes neutrophils may generate substantial quantities of NADPH required for superoxide production, increasing antimicrobial activity. Indeed, 2 mmol/L extracellular glutamine (two- to threefold physiological levels) was able to attenuate the adrenaline-induced inhibition of superoxide production (Garcia et al. 1999). On the other hand, the hormonal responses mediated by adrenaline in “stressed” postoperative patients (whose glutamine concentration may be reduced) are associated with inhibitory effects on neutrophil O$_2^-$ generating capacity, lowering the oxidative burst against pathogens. However, once incubated in 2 mmol/L extracellular glutamine in vitro, the O$_2^-$ generating capacity of the neutrophils was restored. Glutamine can additionally regulate components of the NADPH-oxidase complex increasing the expression of gp91phox, p22phox, and p47phox in neutrophils (Pithon-Curi, Levada et al. 2002) and other cell types (Newsholme et al. 2012).

21.3.2 Glutamine and Macrophage Metabolic Requirements

The macrophage is one of the principal cells of the mononuclear phagocyte system and is found in lymphoid tissue, peritoneal, pleural, and pericardial cavities, and within tissues. In addition to their phagocytic activity, macrophages are capable of secreting a large number of compounds including nitric oxide (NO), H$_2$O$_2$, and proinflammatory cytokines (for a review see Tidball [2005] and Wink et al. [2011]).

Nitric oxide is a known secretory effector of macrophage antibacterial and antitumor activity (see also Chapter 20). Recent evidence has also implicated NO in the pathogenesis of many immune-mediated diseases including glomerulonephritis, arthritis, and many allergic skin and lung reactions. Nitric oxide production occurs via a 5-electron oxidation of L-arginine producing NO and citrulline. The synthesis of NO has been reported in many cell types including macrophages, neutrophils, endothelial cells, and hepatocytes. A number of nitric oxide synthase (NOS) isoforms are known to exist in various cells: endothelial constitutive (135 kDa), neuronal constitutive (150–160 kDa), and inducible (130 kDa).

Macrophage NO synthesis occurs via the NADPH-dependent inducible NOS (iNOS) enzyme located in the cell cytosol. iNOS is expressed in a number of cell types including macrophages, neutrophils, lung fibroblasts, and epithelial cells. It is widely accepted that iNOS activity depends
upon the presence of l-arginine and the source of this l-arginine is primarily exogenous. However, the importance of extracellular l-arginine \textit{in vivo} is more difficult to quantify. The concentration of l-arginine in blood is approximately 0.08–0.10 mM (compared with 0.4 mM in most types of tissue culture media). Activated macrophages can secrete arginase, thus depleting local exogenous l-arginine concentration \textit{in vivo} and \textit{in vitro}. Alternative sources of l-arginine could be intracellular protein degradation or endogenous synthesis. The major sites of l-arginine synthesis in terrestrial vertebrates are liver (as part of the urea cycle) and kidney where arginine is synthesized from citrulline and released into the circulation. The synthesis of l-arginine from citrulline has been demonstrated for macrophages. The synthesis of citrulline from glutamine in turn has been demonstrated in enterocytes and liver, and more recently in macrophages (Murphy and Newsholme 1998). Thus, glutamine can generate arginine when required in macrophages. Macrophages also can metabolize arginine via arginase to generate urea and ornithine. Indeed, the macrophage phenotypes M1 and M2, where M1 is proinflammatory and M2 much less inflammatory, are associated with high levels of NO synthesis (M1) or much lower levels of NO generation (M2). Glutamine can also be used for macrophage glutathione synthesis and for NADPH production, as described for the neutrophil.

With respect to cytokine production, Yassad et al. (1997) and Murphy and Newsholme (1999) demonstrated that enhancement of interleukin (IL)-6 and tumor necrosis factor-alpha (TNF-\(\alpha\)) secretion, respectively, by LPS stimulated macrophages, was dependent on extracellular glutamine availability. TNF-\(\alpha\), IL-1\(\beta\), and IL-6 are quantitatively the most important cytokines produced by LPS-stimulated macrophages (Cruzat et al. 2014b). Murphy and Newsholme (1999) also demonstrated that in addition to murine macrophage TNF-\(\alpha\) production, the production of the quantitatively important human monocyte-derived cytokine, IL-8, was also dependent upon the availability of extracellular glutamine.

\subsection{21.3.3 Glutamine and Lymphocyte Metabolic Requirements}

Lymphocytes can recognize antigenic structures via their cell-surface receptors (antibody-based B-cell receptors and T-cell receptors), undergoing clonal amplification and cellular differentiation, and production of antibodies as appropriate (Cooper and Alder 2006). T lymphocytes mature in the thymus. On the other hand, B lymphocytes mature in the bone marrow and are able to produce antibodies. However, functions of both types of lymphocytes require energy and place a considerable metabolic burden on the organism, especially in conditions of infection, inflammation, and stress (Newsholme 2001). This results in increased utilization of glutamine, glucose, and some fatty acids.

Up until the early 1980s, it was believed that lymphocytes obtained most of their energy by metabolism and oxidation of glucose (Newsholme et al. 1999). Under stress and inflammation situations, activated lymphocytes (T and B) switch their metabolic requirements to enhance their function. Thus, large amounts of the glucose consumed are converted to lactate via lactate dehydrogenase (LDH), regenerating NAD\(^+\), important for the glycolytic enzyme glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (Newsholme et al. 2003a). Lactate production through LDH activity generates 2 ATP per mol of glucose consumed; therefore, activated cells increase their demand for the substrate. The metabolic switch is associated with the fact that mitochondrial respiration supplies the substrates for the biosynthesis of nucleotides, amino acids, proteins, and lipids, but the main source of ATP for the cell is through the glycolytic pathway under these conditions (Newsholme et al. 1986). In fact, T-cells enhance their rate of glycolysis under stress situations and increase demand for glutamine (Ardawi and Newsholme 1983).

Importantly, the high flux rate through glycolysis and the pathway of glutamine utilization allows the cells to make rapid changes to intracellular pathways, as well as enzyme activity and regulation, crucial for lymphocyte proliferation. In this context, glutamine is required for energy generation and may promote synthesis of lipids, polyamines, and amino acids. The rate of glutamine utilization by these cells is either similar to or greater than that of glucose (Newsholme, Gordon,
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Changes in metabolism occur after ligation of the T-cell receptor and the costimulatory molecule CD28; these changes are regulated by phosphoinositide 3-kinase (PI3K) and Akt, which result in the activation of the mammalian target of rapamycin (mTOR), critical for energy utilization and stimulation of biosynthetic pathways (Lochner, Berod, and Sparwasser 2015).

Understanding the regulation of the bioenergetics of leukocytes, especially lymphocytes, by nutrients such as glutamine may lead to novel strategies to modulate immune cell function and cytokine production, both in vitro and in vivo (Keane et al. 2015). Glutamine may impact expression of key lymphocyte cell surface markers, such as CD25, CD45RO, CD71, and the production of cytokines, such as interferon-gamma (IFN-γ), TNF-α, and IL-6 (Roth et al. 2002; Curi et al. 2005a, Curi et al. 2005b, Hiscock et al. 2003).

Extracellular glutamine concentration also regulates T lymphocyte proliferation (Figure 21.3), which is particularly important in host defense. In general, leukocytes are highly dependent on liver and skeletal muscle generation of glutamine, because they can release the amino acid into the bloodstream to satisfy immune metabolic requirements. For example, glutamine replacement induced an increase in lymphocyte proliferation (T and B) (Cruzat et al. 2014a). Furthermore, glutamine has been reported to support the potential of lymphokine activated killer (LAK) cells, affecting tumors arising from solid organs (Juretic et al. 1994), and the ability of cells to produce cytokines. Differentiated B lymphocytes are also dependent on glutamine availability, maintaining antibody production and secretion (Newsholme 2001). Undoubtedly, glutamine is crucial for lymphocytes, and cannot be replaced by other amino acids.

21.4 GLUTAMINE IN THE CONTEXT OF EXERCISE

Although regular moderate-intensity exercise is essential for the general population to maintain health and reduce the risk of chronic diseases, athletes engaged in intense, prolonged, or exhaustive physical exercise are more susceptible to the adverse effects of high-intensity exercise. Such effects include high rates of protein catabolism, a proinflammatory profile, accompanied by muscle damage, soreness, chronic oxidative stress (Finaud, Lac, and Filaire 2006), and immune suppression (Gleeson 2007; Tanskanen, Atalay, and Uusitalo 2010) (Figure 21.4).
Studies have reported the harmful side effects of so-called overtraining syndrome and increased upper respiratory tract infection (URTI) promoted by exhaustive physical exercise (Gleeson 2007; Gleeson, Nieman, and Pedersen 2004; Kreher and Schwartz 2012), but the exact prevalence and incidence in the elite sports field is unknown. Many elite athletes, including adolescents, show immune suppression, which can be related to the development of overtraining syndrome (Kreher and Schwartz 2012; Matos, Winsley, and Williams 2011; Meeusen et al. 2013). These disturbances in the immune system leave an open window for pathogens, and the most reported issue is URTI. Humoral or cell-mediated immunity responses depend on the type of cytokines that are released by activated T helper cells. The T lymphocyte response can be classed as type 1 (Th1) or type 2 (Th2), depending on which cytokines they predominantly synthesize.

The Th1 response typically produces cytokines such as IFN-γ and TNF, which activate macrophages, natural killer cells (NK), and T cytotoxic cells, providing protection against intracellular pathogens such as viruses. On the other hand, the Th2 response mainly produces interleukins, such as IL-4, IL-5, IL-10, which are necessary for humoral immunity activity and other functions related
to eosinophils and IgE-mediated allergic reactions (Walsh et al. 2011). Studies have shown that overtraining syndrome enhances Th2 cell responses and induces a shift from Th1 to Th2 during the differentiation of naive T helper cells (Pillon et al. 2013; Dong et al. 2011). Hence, a decrease in immune capacity and an increase in infection rate postexercise are mainly related to the suppression of Th1 responses and are less influenced by changes in humoral immunity (Figure 21.4).

Given the importance of glutamine to the body’s defenses, especially to cells of the immune system, in the last 20 to 30 years, many studies have associated a decrease in plasma and tissue concentrations of glutamine with impaired immune function induced by exhaustive physical exercise. At the beginning of an exercise session, the active skeletal muscles promote an accelerated glutamine and alanine release, which increases the plasma concentration of amino acids. This transient increase is driven by the high synthesis of NH₃, promoted by the increased energy demand for ATP during muscle contraction. During the exercise session, mainly when it’s performed for more than 1 or 2 hours, a subsequent decrease in plasma glutamine can be observed (Parry-Billings et al. 1992). These levels may remain lower for approximately 2 to 4 hours after the end of exercise (Gleeson 2008; Parry-Billings et al. 1991).

As a catabolic stimulus, high-output exercise (i.e., high-intensity or long-term strenuous exercises) may decrease the body glutamine pool (Santos, Caperuto, and Costa Rosa 2007; Cruzat and Tirapegui 2009). Glutamine availability is largely dependent on exercise duration and intensity. Plasma catabolic hormones, such as adrenocorticotrophic hormone (ACTH) and cortisol, stimulate protein breakdown. This promotes the release of glutamine from stores, especially from the liver and skeletal muscles (Cruzat and Tirapegui 2009), and also increased gluconeogenesis and renal uptake (Gleeson 2008). Increased kidney glutamine uptake is required to counteract acidosis induced by exercise; NH₃ is cleaved from glutamine by the action of phosphate-dependent glutaminase, and the NH₃ is exported to the lumen of the collecting tubule where it combines with exported H⁺ to form NH₄⁺, which is excreted to the urine (Figure 21.4) (Gstraunthaler et al. 2000).

On the other hand, glutamate is converted via formation of intermediary substrates of the Krebs cycle (e.g., 2-oxoglutarate, succinate, fumarate, malate and oxaloacetate to phosphoenolpyruvate, or even malate to pyruvate directly), and then contributes to gluconeogenesis. Importantly, glucose produced by this pathway provides up to 25% of circulating plasma glucose in vivo, essential to the capacity to support long periods of exercise stress (Newsholme et al. 2003a). Despite the crucial role of glutamine in kidney metabolism, there was no effect of the exogenous supply of glutamine on blood acid-base balance or time to fatigue in cycling at 100% VO₂max (Haub et al. 1998; Gleeson 2008). When healthy, recreationally active subjects performed a high-intensity incremental cycle ergometer test following 7 days of high protein diet (1.8 to 2.2 g/kg/day, mainly consisting of grain products, chicken, red meat, and eggs); capillary and urine pH were less alkaline than the normal protein diet group (1.0 g/kg/day) (Hietavala et al. 2014).

Immune cells consume high amounts of glutamine, especially under exercise situations, since these cells do not possess GS, the key enzyme for glutamine synthesis. Exercise stimulates glutamine release from tissues into the bloodstream to satisfy immune metabolic requirements, but lower concentration of ATP/ADP and glutamate can inhibit the action of GS. Indeed, this process eventually reduces NH₃ removal in the form of glutamine, leading to hyperammonemia and fatigue (Newsholme 2001; Bassini-Cameron et al. 2008; Cruzat and Tirapegui 2009). Usually, this effect can be observed in exercise situations accompanied by the release into the bloodstream of substances arising from muscle damage and inflammation (Sluka and Rasmussen 2010; Cruzat, Rogero, and Tirapegui 2010). This suggests an important link between glutamine availability, muscle damage, and the immune-inflammatory response.

Lower glutamine availability associated with a high inflammatory response induced by exhaustive exercise may reduce cell antioxidant concentrations, such as GSH (Newsholme et al. 2011; Cruzat and Tirapegui 2009). This effect ultimately favors chronic oxidative stress. As a cause or consequence, oxidative stress can promote DNA damage and trigger the redox pathways for transcriptional activation. Several proteins, such as the classical nuclear factor-kappa B pathway (NFκB),
and the proteolytic mechanism mediated by Forkhead box O (FoxO), among others (e.g., caspase cascade), are extremely sensitive to the redox status of the cells (Figure 21.4) (Tisdale 2009; Radak et al. 2013). For instance, athletes diagnosed with overtraining syndrome and involved in exhaustive exercise show high oxidative stress parameters in plasma (Tanskanen, Atalay, and Uusitalo 2010) and in immune cells, such as lymphocytes (Turner et al. 2011). Despite the fact that exhaustive periods of training dramatically increase kidney and immune cell uptake of glutamine, plasma concentration is tightly and constantly regulated between tissues through the solute carrier (SLC) family of amino acid transporters (Pochini et al. 2014).

Glutaminase activity increases in chronic diseases, such as diabetes, or even during acute stresses like starvation or high protein diets, whereas decreased activity of the enzyme occurs with the feeding of low protein diets, both without major changes in plasma glutamine concentration (Labow, Souba, and Abcouwer 2001; Watford 2000). In intensive care unit (ICU) patients, for example, glutamine supplementation (20–25 g/day) improved survival and shortened ICU stay, and plasma glutamine was an independent predictor of mortality (Wernerman 2008; Novak et al. 2002). In nonsurviving septic patients, glutamine in tissues was reduced by 90%, serving as a reliable prognostic marker, and yet no significant changes in glutamine were observed in plasma (Roth et al. 1982).

21.5  PROVISION OF GLUTAMINE FOR RECOVERY:
FROM THE BENCH TO BEDSIDE

l-glutamine is composed of 41% carbon, 33% oxygen, 19% nitrogen, and 7% hydrogen by mass. Glutamine is one of the twenty proteinogenic amino acids, and accounts for 5%–6% of bound amino acids in proteins (Roth 2008). Although glutamine can be directly obtained from the diet, its endogenous synthesis may occur from other amino acids, such as the branched-chain amino acids (Newsholme et al. 2014). Thus, in a health context, glutamine is considered a nonessential amino acid commonly supplied to the blood by synthesis from precursors in tissues, especially the skeletal muscle. In healthy humans of approximately 70 kg body weight, 70 to 80 g of glutamine can be found distributed in a number of body tissues, and the endogenous production of glutamine, as estimated by isotopic techniques, is 40–80 g/24 h (Wernerman 2008). In human blood plasma or serum, the normal glutamine concentration is between 500 and 700 μmol/L, and in the intracellular environment can be from 2 to 20 mM (D’Souza and Powell-Tuck 2004; Newsholme et al. 2011).

On the other hand, the rationale for the treatment with glutamine supplementation in disease or catabolic conditions is based on compromised blood concentration and lower glutamine synthesis and release rates, especially from skeletal muscle.

21.5.1  THE PARENTERAL SUPPLY OF GLUTAMINE

Different preparations of l-glutamine supplementation can be used for nutritional supplementation, and the application partially depends on the patient catabolic situation. Given parenterally, by itself or as part of a total parenteral nutrition (TPN) formulation, l-glutamine supplementation results in normalization of plasma glutamine concentrations (Flaring et al. 2003; Mondello et al. 2010; Furst, Alteheld, and Stehle 2004). The results of studies of clearance and distribution kinetics may vary according to renal flux and other tissue uptake (Berg et al. 2007); therefore, the dosage of glutamine may be guided by regular measurement of its plasma concentration. Most studies with postoperative patients show that a daily i.v. l-glutamine dosage of 20–30 g or 0.3–0.5 g/kg body weight can reduce the decrease in blood glutamine and also glutamine in tissues such as liver and skeletal muscle (Roth 2008; Weitzel and Wischmeyer 2010).

Free l-glutamine has limited solubility in water and is an unstable amino acid in aqueous solution (hydrosylysis will degrade glutamine by approximately 5% per day at 37°C). Moreover, the amino acid cannot be heat sterilized, since it will be degraded. To reduce precipitation, glutamine
concentrations in soluble solutions should not exceed 1%–2%, creating a problem for offering adequate amounts of the amino acid to critically ill patients. For these reasons, L-glutamine in its free form was not included in the crystalline amino acid solutions for parenteral use until the dipeptide forms (glycyl-glutamine; alanyl-glutamine) were introduced in the 1990s (Wernerman 2008; Furst, Alteheld, and Stehle 2004). The L-glutamine dipeptides are stable during heat sterilization and highly soluble, and are therefore suitable constituents of liquid nutrition preparations. Current industrial production levels of L-glutamine dipeptides have allowed for their routine use in clinical nutrition.

Because several different types of peptides containing L-glutamine can be synthesized with a high range of solubility, two types received more attention, L-glycyl-L-glutamine (with solubility of 154 g/L H₂O at 20°C) and L-alanyl-L-glutamine (with solubility of 568 g/L H₂O at 20°C). Several clinical and experimental studies have shown that glutamine-containing dipeptides added to parenteral formulas improve the clinical conditions of individuals with transplanted bone marrow (Ziegler et al. 1992), attenuating reduction in GSH (Flaring et al. 2003), diminishing muscular atrophy during metabolic stress following surgery (Estivariz et al. 2008), reducing the rate of hospital infection (Grau et al. 2011), promoting immune function (Exner et al. 2003), and improving the nitrogen balance (Mondello et al. 2010), thereby lowering overall hospital costs (Dechelotte et al. 2006), length of stay, and mortality (Weitzel and Wischmeyer 2010; Klassen et al. 2000; Rodas et al. 2012).

In a healthy state, the elimination half-life for L-alanyl-L-glutamine is about 2.4 min, while for L-glycyl-L-glutamine, it is nearly 8.6 min. Both dipeptides are readily hydrolyzed after their bolus injection, resulting in their amino acids being released in the free form to tissues and organs (Figure 21.5) (Albers et al. 1988; Matthews, Battezzati, and Furst 1993; Furst, Alteheld, and Stehle 2004). Despite some differences in the immunological results between the administration of
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l-alanyl-l-glutamine and l-glycyl-l-glutamine, the former is more often used and is available as an integral part of routine clinical practice (Spittler et al. 2001; Exner et al. 2003). This is possibly due to the fact that, although both solutions are well tolerated and effectively reduce the length of hospital stay (Roth 2008), alanyl-glutamine is more closely associated with lower infectious complication rate (Wang et al. 2010; Bollhalder et al. 2013). Nevertheless, further studies are needed to better determine the different physiological effects of glutamine dipeptides administered intravenously and the impact on clinical outcomes.

In general, glutamine dipeptide supply is an important therapeutic strategy in a number of clinical situations, and should be provided immediately after the catabolic insult to initially reverse and stabilize the dramatic fall glutamine in the blood and tissues and its consequences for the whole body. However, as previously mentioned, plasma-free glutamine concentration may not always reflect body glutamine status. Even with normal plasma glutamine levels, severe intracellular glutamine depletion may occur (Wernerman 2008; Novak et al. 2002; Roth et al. 1982). Importantly, the infusion of these dipeptides is mostly well tolerated and reports of complaints or side effects are low (Wang et al. 2010; Roth 2008; Bollhalder et al. 2013).

21.5.2 New Perspectives in Enteral Glutamine

Enteral l-glutamine routes are more physiologically relevant and may stimulate metabolic generation of other amino acid derivatives, such as citrulline (Cynober 2013) and arginine (Krause and de Bittencourt 2008). Both these have important immunological roles but both may be compromised in catabolic situations. In this regard, the l-arginyl-l-glutamine (Arg-Gln) dipeptide has been tested in enteral nutrition. In a mouse hyperoxia model, Arg-Gln attenuated lung injury and inflammatory parameters, including effects on MPO, LDH, and inflammatory cytokines such as IL-6 and C-X-C motif ligand 1/keratinocyte-derived chemokine (Ma et al. 2012). Some of these effects were also observed in intestinal cells using the same animal model of hyperoxia-induced inflammation and neutrophil activation (Li et al. 2012); these effects were associated with restoration of NF-κB. Despite this, the daily dose employed in those studies was higher (5 g/kg/day), levels difficult for humans. Thus, more studies are required to confirm the promising results using more relevant doses.

The efficiency of oral provision of glutamine dipeptides could be the result of its transport into enterocytes through the glycopeptide transport protein-1 (PepT-1) (Figure 21.5). Although transporters of free amino acids exhibit substrate specificity, PepT-1 can potentially transport up to 400 common di- and tripeptides, and some peptidomimetic compounds (Gilbert, Wong, and Webb 2008). An interesting characteristic of this transport protein is that di- or tripeptides can be transported into the cell by PepT-1 for the same energy expenditure required to transport a single free amino acid (Gilbert, Wong, and Webb 2008).

Initial studies in animal models have shown an increase in the plasma glutamine concentration between 30 to 120 minutes after oral supplementation with free and dipeptide forms of l-glutamine (Rogero et al. 2004). However, the concentration and the area under the curve of the dipeptide tend to be higher when compared to the free form of l-glutamine due to the PepT-1 and other mechanisms involved in the transport of dipeptides (Rogero et al. 2006; Gilbert, Wong, and Webb 2008). The result is an increased systemic release of l-glutamine and l-alanine deriving from acute supplementation with alanyl-glutamine, consequently promoting a higher release into tissues, such as the liver (Petry et al. 2015), the immune system (Cruzat et al. 2014a), the kidneys (Alba-Loureiro et al. 2010), and skeletal muscle (Petry et al. 2014). Since enterocytes are cells with high turnover and rapid division, l-glutamine hydrolysis and utilization provides a preferred respiratory fuel and a precursor for protein synthesis (Figure 21.5) (Ueno et al. 2011). In fact, the efficacy of oral interventions with free l-glutamine are frequently questioned due to the high consumption by the small intestine. However, studies in animal models exposed to different catabolic situations and infection have shown that oral supplementation with alanyl-glutamine or free l-glutamine along with free l-alanine may reestablish total glutamine levels,
and antioxidant and HSP responses (Cruzat et al. 2014c, Cruzat, Petry, and Tirapegui 2009). Although the precise mechanisms are still unknown, it is clear that L-glutamine and L-alanine work in parallel. L-alanine is rapidly metabolized via alanine aminotransferase to pyruvate, with concomitant production of glutamate from 2-oxoglutarate, which contributes to antioxidant defense, such as GSH production. Thus, the presence of L-alanine in the dipeptide or in its free form can spare glutamine metabolism in order for the latter to be used by high-demand tissues under immune insults (Cruzat et al. 2014c, Cruzat and Tirapegui 2009). Other different combinations of free amino acids need to be tested; however, based on currently available studies, alanyl-glutamine and L-glutamine in its free form, in conjunction with other amino acids, or even proteins with a high glutamine content such as wheat protein, can enhance whole body glutamine status (Harris et al. 2012; Rogero et al. 2008b).

21.6 CONCLUSION

Crucial experiments performed approximately 30 years ago at the University of Oxford demonstrated the unique roles and properties of glutamine with respect to immune cell metabolism and function. Subsequent studies revealed that glutamine deficiency increased the mortality of animals subjected to bacterial stress. In critically ill patients, parenteral glutamine reduced both nitrogen loss and mortality. Glutamine administration in animal studies was able to act on the intestinal mucosa, decreasing intestinal permeability and preventing the translocation of bacteria. Glutamine is clearly an important metabolic substrate of rapidly proliferating cells and has multiple effects on the immune system, on intestinal function, and on protein metabolism. Mechanisms of action potentially include improvement in the cellular redox state through the GSH antioxidant system, heat shock protein expression and concentration, and gene expression related to cell survival. Strategies to correct glutamine deficiency, particularly in nonacute situations such as chronic disease and stress, are under investigation, perhaps revealing metabolic targets for future therapeutic interventions.
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22.1 INTRODUCTION

To eliminate an infection, the immune system must be exquisitely efficient (see Chapters 1 and 2). The number of pathogens to which the human body is subjected is vast. At any given moment, there are countless organisms living, multiplying, and evolving alongside us. Most of these microbes do not cause disease to a healthy individual. However, some microbes are very pathogenic and can potentially cause disease. Fortunately, the immune system is highly evolved to deal with the vast majority of both pathogenic and nonpathogenic microbes. The immune system is elaborately composed of highly specialized cells whose sole function is trapping and containing virulent organisms. Because pathogenic microorganisms evolve at a much faster rate than humans, they are well adapted to avoiding the power of the host immune system. In this chapter, we present the role of reduced glutathione (GSH) in the immune system and infection. A tripeptide antioxidant with a best-recognized role in redox homeostasis, GSH has a wide-ranging role in immunity. Its varied functions affect essentially every cell of the immune system. Understanding the complexities by which GSH directly and indirectly influences immunity is an important area of study. To a large extent, it appears that decreasing the levels of GSH in immune cells is a powerful mechanism by which bacteria and viruses have evolved to avoid the effector mechanisms of the
immune system (Herzenberg et al. 1997). Some pathogens, such as mycobacteria and the human immunodeficiency virus (HIV), survive predominantly inside immune cells. As discussed later, compromised levels of GSH aid these microbes in surviving intracellularly through a multitude of mechanisms. The chapter starts by describing the function of GSH in physiological processes. We then introduce several key ways by which GSH allows for increased control of intracellular infections through its influence on cells of the innate immune system, followed by a discussion of the immune-stimulating effects of GSH supplementation in T-cells, leading to improved control of *M. tuberculosis* infection inside monocytes and macrophages. Finally, we consider GSH in the context of Gram-negative and Gram-positive bacteria.

### 22.2 Functions and Synthesis of GSH

Human cells carry out a vast number of chemical reactions during their lifetime. Intracellular chemical reactions constantly leave produce reactive molecules that, left unchecked, would damage and even destroy the cellular environment. These reactive intermediates are neutralized through naturally occurring antioxidant molecules. GSH is an intracellular hydrosoluble antioxidant, composed of three amino acids: glycine, cysteine, and glutamate. It is ubiquitous in eukaryotes. Two forms of GSH exist in the cell cytoplasm: a reduced form, sometimes also called free form (rGSH), and an oxidized form called glutathione disulfide (GSSG). The reduced form of the amino acid cysteine contains a thiol group that bestows it with antioxidant activity only displayed by rGSH. During times of increased oxidative stress, rGSH works to neutralize reactive oxygen species (ROS) by means of its reactive sulfhydryl group. Once oxidized, thiol groups from two GSH molecules combine to form GSSG, which does not in itself hold any reducing power. There are enzymes, which will be discussed later, that reduce GSSG back to its antioxidant form, and the cycle starts anew. In this way, reactive byproducts of biochemical reactions are prevented from obliterating the cell’s internal environment.

#### 22.2.1 Overview of the Functions of GSH

As an agent against oxidative stress, GSH is indispensable if the cell is to maintain stability. Besides this key role in maintaining redox homeostasis, GSH is important for sustaining the normal function of the immune system. Decreased levels of GSH have been implicated in increased pathogenesis in many disease states and in infections (Morris et al. 2013c). Several studies have documented that different pathways imperative in protecting the host from various pathogens are disrupted when levels of GSH decrease. How GSH works to enhance the immune system can be quite complex, much like the immune system itself. It plays a key role as a major regulator of cytokine levels, which in turn regulates the host’s response to trauma and infection (Morris et al. 2013c). As we will see, a decrease in GSH levels correlates with the demise of CD4+ T-cells in HIV infection, disrupting the cytokine equilibrium and promoting HIV progression (Herzenberg et al. 1997). Decreased levels of GSH are also correlated with activation of NF-κB (Lou and Kaplowitz 2007). This is fundamental in activating transcription of an HIV provirus (Hiscott, Kwon, and Génin 2001). GSH serves as a first line of defense against oxidative stress and is indispensable in its ability to restore redox balance and maintain stable immune cell functions.

#### 22.2.2 GSH Synthesis

GSH is a tripeptide. It can be synthesized de novo. Two steps are required for this process, and both are adenosine triphosphate (ATP) dependent (Alberts 2015). The first step is catalyzed by glutamate cysteine ligase (GCL). GCL covalently couples glutamate and cysteine to form γ-glutamylcysteine. The second step is catalyzed by the enzyme GSH synthetase (GSS). GSS links glycine to the γ-glutamylcysteine dipeptide formed by GCL. This leads to the formation of the functional GSH
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Tripeptide. GSH levels are regulated by γ-glutamyltranspeptidase 1 (GGT) via a negative feedback mechanism.

GGT is a membrane-bound enzyme that enhances the disintegration of rGSH into cysteinylglycine and glutamate, making them available as raw materials that can be reused for synthesis of new GSH molecules (Dayaram et al. 2006).

During the process of detoxifying ROS, two molecules of GSH get converted to GSSG. This must then be reduced so GSH can be regenerated in the cell. This process involves three enzymes, one of which is GSH reductase (GSR). GSR reduces GSSG to rGSH using NADPH as a cofactor. During this process, NADPH gets oxidized to NADP⁺.

22.3 THE IMMUNE SYSTEM: AN OVERVIEW

The innate immune system is the first line of defense against infections. It is preformed, nonspecific, and has a rapid onset with no memory generation. Components of innate immunity include the skin, antimicrobial peptides, natural killer (NK) cells, and phagocytic cells such as neutrophils and macrophages. The most abundant cells are the phagocytes, which internalize pathogens for intracellular killing (Owen et al. 2013). The destruction of the internalized pathogens is facilitated by ROS and reactive nitrogen intermediates (RNI). ROS include superoxide, hydroxyl radicals, singlet oxygen, and hydrogen peroxide, all oxygen derivatives. RNIs are metabolites of nitric oxide (NO), a potent reactive species with highly destructive potential (see Chapters 19 and 20). Although innate immunity is effective, it is not always sufficient to control microbial infections. For instance, certain organisms such as *M. tuberculosis* (*M. tb*) possess catalase, an enzyme that degrades hydrogen peroxide to render it ineffective (Owen et al. 2013). In such cases, the adaptive immune system must be recruited.

Beyond the cells and processes of the innate immune system, cells of adaptive immunity are highly specialized to counter the sophisticated mechanisms utilized by many pathogens. The adaptive immune system consists of T-cells and B-cells. Unlike the innate immune cells, these are not preformed and develop only after encountering a pathogen. They are very specific in their interactions with such pathogens, and they exhibit a characteristic memory, ascribing to them the ability to quickly increase in numbers upon future encounters, halting any significant pathogenic activity (Kindt et al. 2007).

The T-cells are associated with one of two markers: CD4 or CD8. Early in the development of T-cells, progenitor T-cells in the bone marrow migrate to the thymus to mature. The earliest T-cells express CD3, and after undergoing various steps of selection they become CD4⁺ or CD8⁺ T-cells (Owen et al. 2013). CD4⁺ T-cells can be further divided into helper T-cells (Th) subsets, named Th1 or Th2, which develop depending on the signals they receive via polarizing cytokines. The Th1 subset produces cytokines that can significantly elevate inflammation, such as interleukin 2 (IL-2) and interferon gamma (IFN-γ). In contrast, the Th2 subset produces interleukin 4 (IL-4), interleukin 5 (IL-5), interleukin 6 (IL-6), and interleukin 10 (IL-10) (Kindt et al. 2007). T helper cells also secrete cytokines important for the stimulation of a B-cell response. It was once thought that Th2 subset of T-cells were the only major player in B-cell activation since most of the cytokines they secrete are involved in various stages of B-cell proliferation. We now know, however, that the influence of Th1 T-cells is just as much a part of this process. B-cells, while they share their importance with T-cells, are in some respect simpler cells. The primary function of the B-cell is to secrete antibodies. Antibodies are highly sensitive proteins that bind to surface molecules of pathogenic species, allowing the immune system to recognize their presence. T-cells and B-cells depend on each other to reach their full immunological potential. Cytokines secreted by T-cells help activate B-cells, and vice versa. The astounding power of the memory response is, in fact, only possible with appropriate interactions between these two cell types (Romagnani 2000).
22.4 GSH AND THE INNATE IMMUNE SYSTEM

22.4.1 Macrophages and NO

Macrophages are prominent phagocytic cells. They exhibit an inherent flexibility that allows them to alter their mechanisms of action according to the demands of the immune system. Macrophages are activated in response to infection, often by signals from antigen-specific immune cells. Direct contact with lipopolysaccharides (LPS) from Gram-negative bacteria will often be enough for activation, as will cytokines, such as interferon gamma (IFN-γ), released from distant cells (Trinchieri 1997). Once activated, macrophages can induce overpowering cellular damage. One mechanism commonly employed to exert such cytotoxic effects on the target pathogen is through the release of NO, which is so damaging to cell components that it leads to growth arrest, energy depletion, and death of the target cell (Fang and Vazquez-Torres 2002). GSH, hydrogen peroxide, and superoxide radicals enhance the cytotoxic and antimicrobial effects of NO (Morris et al. 2013b). A reactive gaseous metabolite that can readily cross cell membranes, NO has a short half-life that allows for a primarily local effect by which it is able to serve many roles in human physiology, including that of neurotransmitter, vasodilator, and many others (Owen et al. 2013). Given its properties, perhaps it is not surprising that NO is an effector molecule of the immune system. Numerous cells and tissues produce NO by an enzyme called NO synthase (NOS), which catalyzes a deamination reaction of the amino acid arginine (Alberts 2015). The importance of NO to macrophage activity is evidenced by the fact that levels of NOS in macrophages are not constant. Individuals with chronic disease or infection, such as tuberculosis (TB) and AIDS, show a higher expression of NOS when compared to healthy individuals. Studies comparing the levels among different populations indicate that an abundance of NOS in human macrophages varies among geographic regions as well. Healthy individuals in regions of Tanzania where malaria is endemic show a higher level of NOS when compared with healthy individuals in the United States (Butler and Nicholson 2003). The immunological benefit of NO can become a liability. An overproduction of NO is undoubtedly toxic. Past a safe threshold, NO leads to damage to the endothelial tissue of the vascular system (Palmer et al. 1992). NO has been shown to play a role in vascular collapse and is a potent factor in the mortality associated with septic shock (Kuhl and Rosen 1998). How is it that the human body can cope with daily high levels of NO in response to pathogens and injuries? Interestingly, intracellular NO levels are downregulated through a negative feedback loop by the same chemical species that enhances its effect: GSH (Jung et al. 2013).

22.4.2 GSNO: More Potent than NO Alone

While an unquestionably powerful antimicrobial agent, the limitations of NO are clear. A short half-life limits its effects while protecting host cells from widespread, uncontrolled destruction. As it turns out, host cells have evolved a particularly useful method of keeping NO in reserve for immediate, long-lasting effects, slow-release effects. In a process known as S-nitrosylation, GSH reacts with NO to form S-nitrosoglutathione (GSNO) (Venketaraman et al. 2005). GSNO acts as an NO donor, releasing it as needed by the cell. By virtue of GSNO, NO can be better spread throughout the body (Venketaraman et al. 2005). This innovative use of GSH proves particularly powerful during an infection, where macrophage activation utilizes massive quantities of NO (Fang and Vazquez-Torres 2002). The superior functions of GSNO are well evidenced, with studies indicating it has a cidal effect on M. tuberculosis (Dayaram et al. 2006). GSNO has also been found to protect against oxidative stress caused by peroxynitrite in the brain, as well as apoptosis induced by oxidative stress through induction of cyclic GMP-mediated synthesis of thioredoxin (Chiueh 2002). Both the destructive and protective functions of GSNO represent a more potent and stable mechanism through which the cell can utilize the powerful effects of NO in the immune system.
22.4.3 GSH AND DENDRITIC CELLS

Like macrophages, dendritic cells (DCs) are one of the most immediate effectors of innate immunity. Among the antigen presenting cells (APCs), they have the best intrinsic ability to trigger the host adaptive system. As phagocytic cells, they act through a myriad of signals to activate both the innate and adaptive immune systems (Kindt et al. 2007). The role of GSH in DCs is also important. Treating DCs infected with *M. tuberculosis* with GSH, for instance, seems to improve the control of intracellular growth of *M. tuberculosis* (Morris et al. 2013a). There are numerous ways by which this process occurs.

When *M. tuberculosis* infects the DC, the cell increases its production of IL-10 by threefold, having several downstream effects (Morris et al. 2013a). To begin with, IL-10 inhibits migration of APCs to the lymph nodes, where they can encounter antigens and employ their best antimicrobial strategies. IL-10 also induces the differentiation of T helper cells into the Th2 subset, with increased survival of the mycobacteria within the DC. The Th2 subset of Th cells increases production of IL-4 and IL-5, and the subsequent activation of B-cells amplifies the response, further allowing the bacteria to survive within the DC (Morris et al. 2013a).

Studies interested in the link between *M. tuberculosis-*infected DCs and GSH depletion found a reversal of this process with GSH supplementation, with an induction in the production of IL-12, a key cytokine triggering the differentiation of T helper cells to the Th1 subset, which is closely related to inhibition of *M. tuberculosis* (Morris et al. 2013a). Furthermore, GSH appears to increase expression of costimulatory molecules in DCs. Following infection, host DCs will reduce their expression of CD80 and CD86, in essence preventing T-cell stimulation and activation (Morris et al. 2013a). Binding of CD28 molecules on the cell surface of T-cells with their corresponding ligands CD80 and CD86 on the DC surface is critical for inducing T-cell stimulation and activation (Shi et al. 2008). Without these signals, the infection remains undetected. Importantly, GSH supplementation induces a 2.5-fold increase in the expressions of costimulatory molecules on the cell surface of DCs (Figure 22.1) (Morris et al. 2013a). Finally, GSH enhances the ability of DCs to induce proliferation of T-cells. In particular, DC cells treated with N-acetyl-cysteine (NAC), a reservoir for sulfhydryl groups used to study the effects of GSH, appear to induce increased proliferation of T-cells (Morris et al. 2013a). Moreover, NAC treatment can directly enhance the proliferative capacity of T-cells. The effects of GSH on DCs therefore result in increased expressions of costimulatory molecules and IL-12, as well as downregulation in the synthesis of IL-1 and IL-10 (Figure 22.1) (Morris et al. 2013a). From these studies, it is clear that GSH treatment provides DCs with an advantage in the defense against *M. tuberculosis*.

![FIGURE 22.1](image.png)

The effects of GSH treatment on DCs infected with *M. tuberculosis*. Costimulatory molecules CD80/CD86 are increased on the surface of DCs upon GSH treatment, enhancing cell stimulation and activation while inducing a switch in cytokine production from IL-10 to IL-12, thus stimulating a stronger Th1 cell response.
22.4.4 GSH and Natural Killer (NK) Cells

During infection, NK cells act as inflammatory cytokine-producing cytotoxic lymphocytes (Freeman et al. 2015). They are especially equipped for protection against tumor formation and intracellular infection, as evident from literature on coculture studies conducted with *M. tuberculosis*–infected monocytes and NK cells (Guerra et al. 2012). As *M. tuberculosis* growth is overwhelmed by the infiltration of macrophages to the site of infection, a stasis effect occurs wherein the bacteria remain in a dormant state, but are not killed. It appears GSH has an important role in this process. The stasis effect on the growth of *M. tuberculosis* largely diminishes when NK cells are treated with agents that lower the levels of GSH, such as buthionine sulfoximine (BSO). As much as a fivefold increase in the intracellular growth of *M. tuberculosis* can be accounted for by GSH depletion in NK cells (Guerra et al. 2012).

The effect of GSH on NK cells is clearly quite significant, and is mediated through different pathways. NK cells, like many cells, express inhibitory receptors on their surface. These receptors act as signals that the system is not on alarm. The killer-cell immunoglobulin-like receptors (KIR), so called because of their evolutionary relationship to the immunoglobulin superfamily, can be exploited by virally infected and tumor cells, compromising their function by keeping the NK cell unaware of the ongoing threat in the external environment. NK cells also express killer activated receptors (KARs) that mediate the recognition and destruction of aberrant cells, making the process especially sensitive to detecting alarm signals initiated by other immune cells. Herein exists one of the beneficial effects of GSH. With costimulation by IL-2 and IL-12, GSH can successfully overcome the exploitation of KIRs by infected cells (Guerra et al. 2012). Increasing GSH levels in NK cells from healthy subjects upregulates the expression of KARs, thereby allowing the NK cell to recognize the infection and act accordingly (Figure 22.2) (Guerra et al. 2012).

The second mechanism by which GSH enhances NK cells is also noteworthy. In addition to KIRs and KARs, NK cells express a number of other molecules on their surface that enhance their antimicrobial abilities. One of these is FasL, which is largely characteristic of CTLs but also expressed on NK cells (Owen et al. 2013). FasL binds to Fas on compromised cells and induces apoptosis in aberrant cells such as those infected with *M. tuberculosis* or compromised by cancer. Another receptor called CD40L is also present on NK cells and activates APCs to carry out very important steps in the thwarting of infections, such as cytokine release and B-cell activation. While a causative mechanism has yet to be elucidated, treating NK cells with GSH is highly correlated with increased expression of FasL and CD40L and inhibition of *M. tuberculosis* growth (Figure 22.2) (Guerra et al 2012).

As a side note, KIRs are also expressed by T lymphocytes, where they can facilitate the development of autoimmune responses (Björkströmet al. 2012). The redundancy can be exploited by mechanisms that enhance the production of GSH, preventing a harmful attack on the body against itself.

**FIGURE 22.2** GSH and NK cells. Treatment of NK cells with GSH upregulates the expression of KARs, overpowering compromised functions of KIRs on the NK cell surface. Increased surface expression of FasL and CD40L with GSH treatment further enhances the effector activities of the NK cells.
22.5 GSH AND THE ADAPTIVE IMMUNE SYSTEM

22.5.1 GSH AND T HELPER CELLS

T helper cells are regulators of the type of adaptive response the immune system will develop. Cytokines produced by DCs, macrophages, and NK cells work in concert to direct a T-cell response during infection. In *M. tuberculosis*, and HIV and other viral infections, a Th1 response should predominate with an increase in proinflammatory cytokines (Romagnani 2000). GSH deficiency or depletion appears to decrease production of proinflammatory cytokines while redirecting the immune system to a Th2-mediated response, one poorly suited for dealing with intracellular invasion (Vera Tudela and Singh 2014) (Figure 22.3). However, GSH treatment has the opposite effect, leading to increased production of proinflammatory cytokines like IL-12, IL-2, and IFN-γ (Figure 22.4) (Herzenberg et al. 1997). Meanwhile, IL-10, IL-4, and IL-6 would likely be decreased. The mechanisms by which GSH induces such effects are largely unknown.

22.5.2 GSH IN HIV INFECTION

The recognition of GSH as a powerful activator of adaptive immunity can be seen best in the context of the challenge facing an estimated 35 million people worldwide: HIV (Fettig et al. 2014). Aptly named due to its potent effect on reducing the power of the immune system, HIV can lead to an abrupt collapse of the defenses of the host. The success of antiretroviral treatments has reduced the deaths from HIV since its discovery in 1985, and the role of GSH supplementation in HIV infection has promising implications. While many oxidative pathways, including those associated with other pathogens, deplete the levels of GSH, there are compensatory mechanisms that replenish it, returning the state to its homeostatic levels (Lushchak 2012). Usually, these are enough. However, the levels of immunosuppression resulting from HIV infection are drastic and the built-in mechanisms for repleting GSH are largely insufficient. HIV infection, whether directly or indirectly, diminishes the ability of GSH to restore homeostasis. HIV infection leads to massive free radical production in the body, depleting the levels of GSH and maintaining a state of oxidative stress (Morris et al. 2012). HIV also depletes GCL, the rate-limiting step in *de novo* synthesis of intracellular GSH (Morris et al. 2012). Chronic infection with HIV appears to lead to a chronic state of inflammation and elevated free radical formation, which may also promote elevated expression of GSR (Morris et al. 2012). Evidence suggests the depletion of GCL may be attributed to HIV-induced overexpression of TGF-β (Lotz and Seth 1993). Furthermore, TGF-β can also enhance the degradation of GCL (Morris et al. 2012). Thus, through misdirecting cytokine production and GSH depletion, it appears

![Figure 22.3](image_url) **FIGURE 22.3** GSH depletion and adaptive immunity in HIV infection. HIV redirects T helper cells to produce cytokines that augment a B-cell response inappropriate for HIV destruction. With depletion of GSH and increased production of IL-10, IL-4, and IL-6, the immune response is poorly equipped to destroy intracellular virus particles.
HIV induces a continuous cycle of oxidative stress that further compromises the immune system of the host.

Supplementation with liposome-formulated GSH may reverse these outcomes. The effects of GSH on NK cells, DCs, and T-cells, described in the previous sections, all appear to aid the immune system in HIV infection much as they do in *M. tuberculosis* infection. Because GSH can downregulate production of TGF-β3, it can restore the *de novo* synthesis of GCL, also effective in thwarting tuberculosis infection (Morris et al. 2012). Inhibiting TGF-β3 expression in general has an immune-stimulating effect: enhancing the production of proinflammatory cytokines, particularly through the action of IL-12, is a powerful mechanism to improve control of intracellular infections (Venketaraman 2011).

### 22.5.3 GSH AND TREGS

While T helper cells are the best known (and best understood) T-cells, GSH enhancement in other T-cell subsets has led to promising discoveries. Regulatory T-cells (Tregs) have important functions in immunity. They produce cytokines that increase the differentiation of T helper cells to Th2, increasing production of IL-10 and TGF-β (Garba et al. 2002). Indeed, levels of these cytokines produced from monocytes derived from infection with *M. tuberculosis* are highly correlated to a higher mycobacterial growth rate (Trinchieri 1997). Just as GSH decreases the production of IL-10 in DCs, it appears to have a similar affect in Tregs (Morris et al. 2013). NAC-supplemented Treg cultures show a downregulation in the levels of IL-10 and TGF-β (Morris et al. 2013).

### 22.5.4 GSH IN TUBERCULOSIS

After alveolar macrophages internalize mycobacterium bacilli following droplet inhalation, *M. tuberculosis* infection escapes the normal bactericidal mechanisms employed by the macrophage, enhancing its survival. The control of TB has been complicated by evolution of multidrug-resistant strains and an increase in coinfection with HIV. To successfully control *M. tuberculosis* innate and adaptive immune responses are both important. Decreased GSH levels may help the mycobacteria survive. During active TB infection, blood samples show a significant decrease in GSH levels in blood components including peripheral blood mononuclear cells (PBMCs), red blood cells (RBCs) and plasma, especially with concurrent HIV infection (Venketaraman et al. 2006). Like in HIV, a decrease in proinflammatory cytokines and GSH synthesis allows *M. tuberculosis* to survive intracellularly.

As mentioned earlier, GSNO can act as a reserve of potent bactericidal NO. GSH has a role in enhancing Th1 CD4+ T lymphocyte activation of macrophages via IFN-γ, and through receptor
mediated cell death using FASL/CD40L by NK cells. Additionally, GSH may have other functions. In mycobacteria infection, GSH can itself be an innate effector of the immune system (Connell and Venketaraman 2009). How can GSH, a molecule with potent antioxidant roles in cellular physiology, act as a bacteriostatic agent directly? Interestingly, the GSH molecule is structurally not much different from prototypical chemotherapeutics on the market today (Connell and Venketaraman 2009). Structural similarities exist between GSH and antibiotic precursors of penicillin produced in fungi; a beta lactam form of GSH, named glutacillin, is a conceivable conversion product (Connell and Venketaraman 2009). Another possibility is an imbalance in levels of GSH and bacterial alternative thiol containing antioxidants, such as mycothiol. Unlike GSNO, GSH can inhibit bacterial infection without killing the bacteria (Connell and Venketaraman 2009).

### 22.5.5 GSH in Type II Diabetes Mellitus

Retrospective studies show that individuals with type II diabetes mellitus (T2DM) appear two to three times more susceptible to *M. tuberculosis* infection than those without this condition (Lagman et al. 2015). Experiments have documented increased free radical production in red blood cells from patients with T2DM, which may be due to a substantial decrease in the level of the enzymes of GSH biosynthesis in T2DM (Lagman et al. 2015). The mechanism thought to be responsible appears at least in part relate to the actions of TGF-β, which is also found in increased levels in individuals with T2DM (Herder et al. 2009). A concurrent decrease in GSH-synthetic enzymes is quite suggestive of a causative link, albeit not yet well established. As mentioned previously, GGT is a membrane-bound enzyme that acts in a recycling pathway for GSH. Further observations suggest decreased levels of GGT in red blood cells from T2DM individuals, further indicating the significance of GSH depletion in the connection between T2DM and *M. tuberculosis* infection (Lagman et al. 2015).

### 22.6 GSH and Other Bacteria

Unlike in eukaryotes, GSH is not ubiquitous in prokaryotes (Masip, Veeravalli, and Georgiou 2006). With the exception of cyanobacteria and proteobacteria, most bacterial species utilize alternative thiols in the place of GSH (Masip, Veeravalli, and Georgiou 2006). The mechanism by which some bacterial species synthesize GSH varies. In *E. coli*, the inducing factor for GSH synthesis is oxidative stress (Carmel-Harel and Storz 2000). Importantly, other bacteria use GSH to aid infection and virulence. *Francisella tularensis*, for instance, obtains GSH from the cytosol of macrophages, allowing it to acquire cysteine for intracellular growth and survival (Alkhuder et al. 2009). *Treponema denticola* utilizes GSH to synthesize hydrogen sulfide, which is deleterious to the surrounding tissues such as gums (Chu et al. 2002). *Streptococcus pyogenes* may require GSH to combat oxidative stress, increasing its virulence (Brenot et al. 2004).

### 22.7 SUMMARY

Mammalian cells rely on the antioxidant properties of GSH to carry out a number of redox reactions without irreversibly disrupting the equilibrium. The immune system relies on cells and cytokines to function properly, and aptly adapts itself to the demands of the host to abolish threats to itself, be it in the form of injury, infection, or cancer. Throughout this chapter, the role of GSH was discussed with emphasis on its significance and functions in infection and immunity. A variety of evidence indicates that decreased GSH levels are significantly correlated with decreased immunity in a variety of infections, *M. tuberculosis* and HIV prime among them. In T2DM, depleted GSH levels may increase the susceptibility to *M. tuberculosis* infection, where decreases in the important GSH-synthetic enzymes GCL, GSS, and GGT are likely responsible. GSH supplementation can be a powerful instrument in strengthening the immune system against infection. Macrophages rely on production of NO to combat phagocytosed entities, but a short half-life limits its potential...
antimicrobial defense. GSNO, a complex formed from GSH and NO, can act for longer and may be better than NO alone. GSH is directly toxic to mycobacteria and can serve as an effector mechanism by which macrophages and DCs can better control *M. tuberculosis* infection. GSH also has immune-enhancing effects on NK and T-cells, with concurrently improved control of *M. tuberculosis* infection inside phagocytic cells. In NK cells, GSH upregulates the expression of KARs, overcoming compromised KIR receptors that would keep the pathogen from being recognized. In T-cells, GSH regulates cytokine levels produced by the T helper cell lineage to support a strong Th1 response necessary for dealing with intracellular pathogens like HIV and *M. tuberculosis*. In T2DM, GSH restores the innate immune response to *M. tuberculosis*, conceivably through restoration of appropriate enzyme levels important for GSH synthesis. It is evident that GSH plays a part in numerous immunological pathways and processes. Further understanding of the molecular mechanisms by which GSH enhances the immune system will have powerful applications in the future of healthcare and medicine.

**REFERENCES**


Glutathione, Immunity, and Infection


23 Dietary Nucleotides and Immunity

Luis Fontana, Olga Martínez-Augustin, and Ángel Gil

CONTENTS

23.1 Introduction ........................................................................................................................... 387
23.2 Sources of Dietary Nucleotides ............................................................................................ 388
23.3 Digestion, Absorption, and Metabolic Fate of Dietary Nucleotides ..................................... 388
  23.3.1 Absorption of Dietary Nucleotides ........................................................................... 388
  23.3.2 Nucleotide Degradation ............................................................................................ 389
    23.3.2.1 Purine Nucleotide Catabolism ................................................................... 389
    23.3.2.2 Pyrimidine Nucleotide Catabolism ............................................................ 389
    23.3.2.3 Undegraded Bases......................................................................................390
23.4 Role of Dietary Nucleotides in Immunity ............................................................................. 391
  23.4.1 Nucleotide Effects on Lymphocyte Maturation, Activation, and Proliferation .......... 392
  23.4.2 Dietary Nucleotides and Lymphocyte Subpopulations ............................................. 394
  23.4.3 Modulation of the Macrophage Phagocytic Activity by Dietary Nucleotides .......... 394
  23.4.4 Nucleotide Modulation of the Delayed Hypersensitivity and Allograft and Tumor Responses ...................................................................................................... 395
  23.4.5 Modulation of Immunoglobulin Production by Nucleotides................................. 395
  23.4.6 Dietary Nucleotides and Defense against Infection .................................................. 398
23.5 Nucleotides and Intestinal Inflammation .............................................................................. 398
23.6 Potential Mechanism of Action of Dietary Nucleotides .......................................................399
References ...................................................................................................................................... 401

23.1 INTRODUCTION

Nucleotides are ubiquitous, low molecular weight intracellular compounds with considerable structural diversity. They comprise three joined structures: a nitrogenous base, a pentose sugar, and at least one phosphate group. The most common nucleotides can be divided into two groups, purines and pyrimidines, based on the structure of the nitrogenous base. The pentose sugar that binds the base and phosphate within the compound is either ribose or deoxyribose. Ribonucleotides signify those purine or pyrimidine nucleotides linked by ribose, where the purine bases are adenine (A), guanine (G), or inosine (I), while the pyrimidine bases are cytosine (C), uracil (U), or thymine (T). Nucleotides, primarily as components of nucleoproteins, but also as free nucleotides and nucleic acids, are naturally present in all foods of animal and vegetable origin, although their concentration varies greatly between foods (Gil 2002). The nutritional requirement for nucleotides in humans has long been recognized, but nucleotides have not generally been regarded as essential given that de novo synthesis and salvage pathways exist in animals, including humans (Traut 2014). Accordingly, the requirement in humans is categorized as “conditionally essential” (van Buren and Rudolph 1997; Carver 1999). The essentiality of ribonucleotides is apparent during the following conditions: rapid growth, malnutrition, infection, or injury (Rudolph et al. 1990; Uauy et al. 1996; Carver 1999). This chapter
reviews what is known about nucleotides, immunity, and infection, and draws from studies in both experimental animal models and in human infants.

### 23.2 SOURCES OF DIETARY NUCLEOTIDES

Exogenous nucleotides are widely distributed in foods, especially those containing cellular elements and nucleoproteins (proteins conjugated with nucleic acids). Such foods include organ meats and seafood (Kojima 1974; Clifford and Story 1976; Barness 1994). Muscle protein is thought to be a relatively poor source of nucleotides as it is comprised mainly of actin-myosin protein (Devresse 2000). Human breast milk has been shown to contain significant concentrations of nucleotides, with profiles and concentrations substantially different from bovine milk (Gil and Sanchez-Medina 1982; Oddy 2002). Numerous studies on preterm and full-term neonates reliant on infant formulas containing supplemental nucleotides as the only alimentary source have demonstrated clear benefits in relation to improved immunity (see meta-analysis by Gutiérrez-Castrellón et al. 2007). Given that single-cell proteins (SCPs) have nucleic acid levels that are around seven times higher than meats (Inglewed 1999), yeasts provide a good source of nucleotides (Tibetts 1999; Li et al. 2007). Thus, industrially produced baker’s yeast or brewer’s yeast (*Saccharomyces cerevisiae*) has been shown to provide a particularly good source for commercial production of supplemental nucleotides. Commercially available 5'-nucleotides for supplemental use, or addition to infant formulae, include, in particular, AMP (adenosine 5'-monophosphate), GMP (guanine 5'-monophosphate), IMP (inosine 5'-monophosphate), UMP (uracil 5'-monophosphate), and CMP (cytosine 5'-monophosphate).

### 23.3 DIGESTION, ABSORPTION, AND METABOLIC FATE OF DIETARY NUCLEOTIDES

The absorption and degradation of nucleotides as well as their dephosphorylated forms, nucleosides, have been well established in a diverse range of species, including humans. Uric acid, obtained by oxidation of xanthine, is the final product of purine metabolism in humans, primates, birds, some reptiles, and the majority of insects—such species are referred to as uricotelics, since they all excrete uric acid into the urine. In other mammals, given the name allantoinotelics, uric acid is degraded by the enzyme uricase (urate oxygen oxidoreductase) to allantoin and carbon dioxide. Moreover, a number of teleostean fish excrete allantoic acid, as allantoin is hydrolyzed by allantoin amidohydrolase. Selacean fish, dipnoans, as well as some teleosteans and batrachians, can degrade allantoic acid by allantoate ureohydrolase rendering two molecules of urea and one molecule of glyoxalic acid; (Gil 1984). As a uricotelic species, the products of pyrimidine nucleotide catabolism are harmless (e.g., beta-aminoisobutyrate) or indeed beneficial (e.g., carnosine, anserine, and beta-alanine). While urate (uric acid) is always produced in the body and excreted via the urine, very high intakes of purine nucleotides and purine-rich foods contribute to high serum levels, which can in turn lead to hyperuricemia (excess uric acid in the blood). This condition may cause the precipitation of urate crystals in the blood, tissue, and joints (gout). These mechanisms are described below.

#### 23.3.1 ABSORPTION OF DIETARY NUCLEOTIDES

The three principal features of nucleotide metabolism in humans are (a) *de novo* synthesis from metabolites such as glutamine, aspartate, and glycine, particularly in the liver; (b) salvage from RNA and DNA degradation; and (c) exogenous intake from dietary sources (Grimble and Westwood 2001). There are many factors that control the relative importance of each of these processes in maintaining the body’s pool of nucleotides and nucleosides, and the relative contribution of *de novo*
and salvage pathways appears to vary both in different tissues and at different phases of the cell cycle (Fairbanks et al. 1999; Grimble et al. 2000; Grimble and Westwood 2001). The exogenous supply of nucleotides is thought to be particularly important in the case of high-turnover tissues and cells, such as those growing rapidly or those associated with immunity.

Enterocytes, the terminally differentiated cells of the intestinal epithelium, may be particularly dependent on an exogenous supply of nucleotides in the diet, although hepatic de novo synthesis may provide some additional support (Grimble 1996).

Dietary nucleotides have a limited capacity for absorption in the intestinal tract (Sanderson and He 1994), possibly as a result of the lack of a nucleotide transport system and the presence of negatively charged phosphate groups, which hinder absorption (Mateo 2005). However, following dephosphorylation and conversion to nucleosides, they are well absorbed and metabolized. As a result, nucleosides are the major bioavailable form of purines and pyrimidines absorbed into gut epithelial cells. Both purine and pyrimidine nucleosides are actively absorbed through four concentrative gut Na+-dependent transporters, and they are also absorbed passively through two equilibrative transporters, which exhibit different specificities for purine and pyrimidine derivatives (Ngo et al. 2001; Scharrer et al. 2002). Based on studies on rats, uptake appears to be dependent on diffusion and specific sodium ion–dependent, carrier-mediated mechanisms (Bronk and Hastewell 1987) and more than 90% of dietary and endogenous nucleosides and bases are taken up in the enterocyte (Salati et al. 1984; Uauy 1989). Metabolites are then available to the various salvage pathways that result in the resynthesis of nucleotides for the body’s specific required pool (Rolfes 2006).

23.3.2 NUCLEOTIDE DEGRADATION

The following subsection is based on material from Swanson et al. (2006) and Angstadt (1997).

23.3.2.1 Purine Nucleotide Catabolism

In the degradation of purine nucleotides, phosphate and ribose are removed first, then the nitrogenous bases are oxidized. The end product of purine catabolism in humans is uric acid, which is excreted in urine via the kidneys. Owing to the presence of the enzyme urate oxidase in most other mammals, the more soluble allantoin is the end product.

Guanine nucleotides are hydrolyzed to the nucleoside guanosine, which undergoes phosphorolysis to guanine and ribose-1-P. However, since intracellular nucleotidases are not very active against AMP in humans, AMP is deaminated by the enzyme adenylate (AMP) deaminase to IMP. In the catabolism of purine nucleotides, IMP is further degraded by hydrolysis with nucleotidase to inosine and then phosphorolysis to hypoxanthine.

Both adenine and guanine nucleotides converge at the common intermediate xanthine. Hypoxanthine, representing the original adenine, is oxidized to xanthine by the enzyme xanthine oxidase. Guanine is deaminated, with the amino group released as ammonia, to xanthine. If this process is occurring in tissues other than liver, most of the ammonia will be transported to the liver as glutamine for ultimate excretion as urea.

Xanthine, like hypoxanthine, is oxidized by oxygen and xanthine oxidase with the production of hydrogen peroxide. In humans, the urate is excreted and the hydrogen peroxide is degraded by catalase. Xanthine oxidase is present in significant concentration only in the liver and intestine. The pathway to the nucleosides, possibly to the free bases, is present in many tissues.

These catabolic pathways for purine nucleotides are shown in Figure 23.1.

23.3.2.2 Pyrimidine Nucleotide Catabolism

Pyrimidines, in contrast to purines, undergo ring cleavage and the usual end products of catabolism are beta-amino acids, ammonia, and carbon dioxide. Pyrimidines sourced either from nucleic acids or the body’s energy pool are catabolized by nucleotidases and pyrimidine nucleoside phosphorylase.
to yield the free bases. The 4-amino group of both cytosine and 5-methyl cytosine is released as ammonia. These pathways of pyrimidine nucleotide catabolism are shown in Figure 23.2.

23.3.2.3 Undegraded Bases

Purine and pyrimidine bases that are not degraded are recycled through a range of salvage pathways and are so resynthesized as nucleotides (Rolfes 2006). This recycling, however, is not sufficient to meet total body requirements under all conditions and, accordingly, some de novo synthesis is...
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23.4 ROLE OF DIETARY NUCLEOTIDES IN IMMUNITY

Although nucleotide deficiency has not been related to any particular disease, dietary nucleotides have been reported to be beneficial for infants, since they positively influence lipid metabolism and immunity, as well as tissue growth, development, and repair (Carver and Walker 1995; Sanchez-Pozo et al. 1999; Gil 2001). Taken together, the existing evidence indicates that dietary nucleotides may enhance the maturation of the immune and gastrointestinal tracts in infants (Carver and Stromquist 2006).

Rapidly proliferating tissues, such as the immune system or the intestine, are not able to fulfill the needs of cell nucleotides exclusively by de novo synthesis and they preferentially utilize the salvage pathway, recovering nucleosides and nucleobases from blood and diet. In accordance to this, the intestine is able to hydrolyze RNA and free nucleotides to nucleosides, which are efficiently absorbed by the enterocytes, with the exception of cytidine (Figures 23.3 and 23.4) (Gil et al. 2007). An exogenous supplement of these compounds through the diet may be essential to sustain intestinal growth and to maintain the cellular function in these tissues (Carver and Walker 1995; Uauy et al. 1996).

Nowadays it is well known that the gastrointestinal tract has not only the role of absorbing nutrients but also of protecting the body from potentially pathologic organisms while, at the same time, ensuring tolerance to commensal bacteria, food antigens, and self-antigens (Mason et al. 2008). The protective defenses of the gastrointestinal tract include physical barriers (glycocalyx and intestinal epithelium), antimicrobial compounds, and specialized immune responses (Mason et al. 2008). A significant proportion of the gastrointestinal tract comprises immune cells (mainly T and B lymphocytes, macrophages, and dendritic cells) (see Chapter 2), and even intestinal epithelial cells produce immunomodulatory molecules such as cytokines to regulate the immune function (Walker 1996).

**FOOD NUCLEOPROTEINS**

- Pepsin, Pancreatic Proteases, Oligopeptidases

**NUCLEIC ACIDS + PEPTIDES + AMINO ACIDS**

- Pancreatic Nucleases (Ribo- and Deoxyribonuclease)

**NUCLEOTIDES**

- Alkaline Phosphatase (Enterocyte Brush Border)
- Intestinal Nucleotidases

**NUCLEOSIDES (Gua, Cyt, Uri, Thy, Ado)**

- Adenosine Deaminase

**NUCLEOBASES (G, C, U, T, A)**

**INOSINE**

**FIGURE 23.3** Digestion of dietary nucleotides. A, adenine; Ado, adenosine; C, cytidine; Cyt, cytosine; DNA, deoxyribonucleic acid; G, guanine; Gua, guanosine; RNA, ribonucleic acid; T, thymine; Thy, thymidine; U, uracil; Uri, uridine.
The newborn immune system is relatively immature at least during the first year of life when the levels of IgA and IgG to viral or bacterial pathogens are reduced (Schaller et al. 2007). The delay in innate; acquired immune function in newborns is, however, compensated by in utero transfer of specific IgG and with specific factors present in human milk among which lipids, mucin, oligosaccharides, pathogen-specific antibodies, or nucleotides are included (Schaller et al. 2007). These nutrients influence the maturation of immune cells especially at weanling.

The development and maintenance of the immune tolerance starts very early in life, even prenatally. Tolerance is characterized by the polarization of T helper (Th) cells towards Th2 and T regulatory (Treg) phenotypes, together with a suppression of the Th1 response (Mason et al. 2008; Calder et al. 2006). Oral tolerance is characterized by the production of TGF-β and IL-10 by Treg cells, and IL-3, IL-4, IL-5, and IL-13 by Th2 lymphocytes. The production of TGF-β, IL-4, and IL-5 increases the production of secretory IgA (sIgA).

23.4.1 NUCLEOTIDE EFFECTS ON LYMPHOCYTE MATURATION, ACTIVATION, AND PROLIFERATION

The terminal deoxynucleotidyl transferase (TdT) enzyme has been referred as an index of lymphocyte immaturity (Drexler et al. 1993). Mice fed a nucleotide-free diet have shown a higher percentage of TdT-positive cells proceeding from the thymus and the spleen than those fed a diet supplemented with RNA, adenine, or uracil, suggesting that dietary nucleotides could stimulate the
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maturation of lymphoid cells (Kulkarni et al. 1989). The suggested mechanism proposes that dietary nucleotides exert a predominant effect upon the initial phase of antigen processing and lymphocyte proliferation suppressing the uncommitted T lymphocytes responses, as demonstrated by higher levels of TdT for undifferentiated lymphocytes in primary lymphoid organs in mice fed a nucleotide-free diet (Kulkarni et al. 1989). On the other hand, a regulatory role of dietary nucleotides in immunohematopoiesis has also been proposed (Jyonouchi et al. 1994).

There is considerable evidence demonstrating that exogenous nucleotides increase the proliferative response to T-cell dependent mitogens (PHA, ConA, and PWM), whereas no effects are seen when B-cell–dependent mitogens are used; this has been reviewed extensively in previous works (Carver et al. 1995; Gil 2001; Kulkarni et al. 1989; Jyonouchi et al. 1994; Gil et al. 1997; Rueda and Gil 2000).

In animal models stimulated with allogenic spleen cells, dietary nucleotides enhance the lymphoproliferative response, particularly during the recovery of protein-energy malnutrition, and it has also been reported that in nucleotide-starved rats the parenteral administration of a mixture of nucleotides and nucleosides (OG-VI) resulted in an increase in the proliferative response of spleen cells to the mitogen ConA. It has also been demonstrated that Balb/c and DBA/2 mice present an increase in the popliteal lymph node blastogenic response to antigens, allogens, and mitogens when they are fed with a diet supplemented with a mixture of nucleosides and nucleotides (Gil 2001; Kulkarni et al. 1989; Gil et al. 1997; Rueda and Gil 2000).

Holen et al. (2006) stimulated peripheral blood mononuclear cells (PBMCs) from healthy individuals with influenza virus antigen in the presence of DNA, RNA, dAMP, dCMP, dGMP, dUMP, or TMP. Specific nucleotide derivatives alone did not affect the growth of PBMCs. However, the nucleotide derivatives influenced immune cell growth and cytokine secretion when cocultured with specific antigen. DNA, RNA, dAMP, dCMP, and dUMP increased influenza virus antigen-induced immune cell proliferation. In contrast, dGMP and TMP inhibited the antigen-induced growth response (Holen et al. 2006). RNA and dAMP cocultured with virus antigen significantly increased PBMC secretion of IFN-γ, IL-10, and TNF-α. DNA increased virus antigen-induced immune cell secretion of IFN-γ only, whereas dUMP increased secretion of IL-10 only. Finally, dGMP completely inhibited virus-triggered IFN-γ secretion (Holen et al. 2006).

The effects of dietary nucleotides have been studied by Kulkarni et al. (2002) in in vivo and in vitro models of microgravity, which have adverse effects on the immune system. Popliteal lymph node response was significantly suppressed in mice subjected to experimental microgravity, and was restored by diets supplemented with either RNA or uracil. Splenocytes isolated from these mice had decreased PHA-stimulated proliferation and IL-2 and IFN-γ levels, and these effects were restored by RNA and uracil diets. Also, splenocytes cultured in microgravity conditions showed an inhibited PHA response, and uridine as well as a mixture of nucleosides and nucleotides restored the proliferative responses. Nucleotide supplementation, especially uridine, was also able to influence cell surface markers, indicating that the lymphocytes had acquired an activated phenotype (Kulkarni et al. 2002).

The effects of dietary nucleotides in newborn term infants was investigated in a double-blind study carried out by Buck et al. (2004), in which 477 subjects were enrolled. The children were divided into three different groups depending on the diet: infant formula with or without nucleotides, or human milk. In contrast with the studies mentioned above, these authors found that during the first year of age there were no changes in the total number of T-cells, B-cells, or NK cells in the bloodstream. Nevertheless T-cell subsets were affected (see below) (Buck et al. 2004). On the other hand, high levels of Tc1 and total IFN-γ-producing cells were found in nucleotide-fed infants. The effect of these cells could be beneficial, as increases in IFN-γ correlate with proliferative responses (Buck et al. 2004). These data suggest that nucleotides, as semiessential nutrients, could have a role in lymphocyte proliferation in several conditions like inflammation or immunosuppression but not in normal conditions.
23.4.2 Dietary Nucleotides and Lymphocyte Subpopulations

Differences in T and B lymphocyte subpopulations between mice fed diets containing nucleotides or not have been described (Buck et al. 2004; Manzano et al. 2003). Manzano et al. have reported that dietary nucleotides affect maturation and differentiation of intestinal lymphocytes that usually takes place at weanling (Manzano et al. 2003). These authors found that nucleotides exert selective effects on the different lymphocyte subsets (Peyer’s patches, intraepithelial, and lamina propria). In general, nucleotides promote the development of T helper lymphocytes, and consequently the maturation and differentiation of B-cells. These effects would in part explain the positive modulation that nucleotides exert on immunoglobin production (see the “Modulation of Immunoglobin Production by Nucleotides” section below).

Jyonouchi et al. have described that dietary nucleotides modulate antigen-specific type 1 and type 2 T-cell responses in both C57BL/6 and BALB/cJ mice (Jyonouchi et al. 2000, 2001). The same authors challenged BALB/cJ mice with ovalbumin (OVA) plus incomplete Freund’s adjuvant, a combination that predominantly induces Th2 response in these mice. Dietary ribonucleotides increased the OVA-specific Th1 cells after the primary antigen challenge and decreased OVA-specific Th2 cells after the secondary challenge. Costimulatory molecule (CD86 and CD154) expression and the activation state of total Th and cytotoxic cells were not affected in the regional draining lymph node. These results suggest that dietary ribonucleotides may modulate OVA-specific Th1/Th2 responses without nonspecific activation of T-cells (Jyonouchi et al. 2003).

The effects of dietary nucleotides on lymphocyte subset populations in preterm and full-term infants have been reported: there was a higher percentage of blood CD4+ cells in preterm children fed a nucleotide-supplemented formula compared with those fed the standard formula at 10 days of life (Navarro et al. 1999). As mentioned above, Buck et al. investigated the effects of dietary ribonucleotides on the immune cell phenotype and function of infants in their first year of life (Buck et al. 2004). These authors found increases in the percentage of memory/effector T-cell populations and changes in NK cell subtypes in infants fed a nucleotide-supplemented formula compared with infants fed the same formula without nucleotides. The observed increase in memory T-cells correlated with higher vaccine antibody titers and improved cell-mediated immune responses. Furthermore, in this study, the increase in memory/effector T-cell populations was associated with an increase in Tc and Th2 cells, and with a decrease in the population of naive lymphocytes. The increase in the proportion of Th2 cells in the nucleotide-fed group could enhance the systemic and immune mucosal response. Decreases in naive T-cell populations and increases in memory T-cells characterize normal immune maturation/development and normal responses to vaccinations and infections. It is interesting to mention that the observed changes made the immune system of the nucleotide-fed children more similar to that of the breastfed children. Therefore, these results provide evidence that formula supplemented with levels of nucleotides similar to those found in human milk (72 mg/L) may facilitate maturation and immunoregulatory shifts in some lymphocyte populations. These shifts might support increased antibody responses and immune cell protection. The changes in NK cell subsets may also enhance innate immune responses against tumors and/or intracellular pathogens.

23.4.3 Modulation of the Macrophage Phagocytic Activity by Dietary Nucleotides

A number of reports have related dietary nucleotides and macrophage activity. In mice inoculated with Staphylococcus aureus, the phagocytosis of microorganisms was lower in those who were fed on a nucleotide-free diet than in those fed on a diet supplemented with RNA or adenine. Dietary nucleotides enhanced the interaction of macrophages and T-cells, explaining the higher susceptibility of mice fed a nucleotide-free diet to Candida infection (Kulkarni et al. 1989).
23.4.4 **Nucleotide Modulation of the Delayed Hypersensitivity and Allograft and Tumor Responses**

Early studies showed that mice fed a nucleotide-free diet and previously challenged with an intravenous stimulus of sheep red blood cells (SRBCs) exhibited a delayed cutaneous response when these cells were injected in the mice legs. An increase in the delayed hypersensitivity response to SRBCs and to DNFB in BALB/c and DBA/2 mice fed a diet supplemented with a mixture of nucleotides and nucleosides has been reported (Carver and Walker 1995; Kulkarni et al. 1989; Rueda and Gil 2000). One of the most studied models to ascertain the influence of dietary nucleotides on immunity is the evaluation of the response of the host against allografts. The duration of heart allografts implanted on the ear of mice was shown to increase when the diet was devoid of nucleotides, suggesting an impaired immune response; the addition of yeast RNA to the diet resulted in a reduced period of allograft survival. Likewise, the use of cyclosporine as an immunosuppressive agent in mice had a synergic effect when combined with a nucleotide-free diet leading to a higher period of allograft survival (Kulkarni et al. 1989). Also, administration of a nucleoside/nucleotide-free diet to rats subjected to transplantation of fetal small intestine without vascular anastomosis resulted in less graft rejection and lower plasma IL-2 levels (Ogita et al. 2004b). However, no differences were seen when mice were inoculated with a fibrosarcoma or the LSTRA syngeneic lymphoma, which is highly aggressive (Navarro et al. 1996).

Natural killer (NK) cells are one of the main populations involved in the immune response against transformed cells. The activity of NK cells is increased in mice fed a diet supplemented with nucleotides in respect to those fed a diet without nucleotides. Likewise, Carver has shown in human newborns that NK cell activity at the second month of life is increased in infants fed formula supplemented with nucleotides (Carver and Walker 1995).

23.4.5 **Modulation of Immunoglobulin Production by Nucleotides**

Experiments carried out in mice fed a nucleotide-free diet for 3 weeks have shown a profound decrease of specific antibody response to T-cell–dependent antigens and a retained response to T-cell–independent antigens and lipopolysaccharides (Jyonouchi et al. 1994). Likewise, a mononucleotide-nucleoside mixture used in experimental total parenteral nutrition restored the humoral immune responses to T-cell dependent antigens in mice fed a nucleotide-free diet. However, this solution did not show any effect on the *in vitro* specific antibody production in response to T-cell–dependent antigens. Our group reported in BALB/c mice that the addition of nucleotide mixtures to a nucleotide-free diet resulted in an increase in the response of hemolytic IgG-forming cells induced by previous immunization with sheep erythrocytes; when the diet was supplemented with single nucleotides, AMP, GMP, or UMP increased the IgG response whereas CMP and IMP had no effect. GMP was the only nucleotide that increased the hemolytic IgM-forming cell response. A study using ovalbumin-specific T-cell receptor transgenic mice indicated that dietary nucleotides increase mucosal IgA response against specific antigens by increasing the production of transforming growth factor beta by intestinal epithelial cells and the proportion of TCRγδ IELs (Nagafuchi et al. 2002). Although previous studies have demonstrated the effect of dietary nucleotides on the differentiation of enterocytes, this study provides further evidence for the involvement of the enterocyte-mediated immune response in the effect of these compounds (Nagafuchi et al. 2002). In agreement with this, a study carried out in Caco-2 cells showed that exogenous nucleotides modify the expression and activity of transcription factors involved in immune response and inflammation (Ortega et al. 2011).

Our group has done a series of studies to determine the influence of dietary nucleotide supplementation to infant formulas on the levels of circulating antibodies in preterm infants. Total serum IgM and IgA levels increased significantly for the first 3 months of life, whereas no differences were detected for serum IgG; levels of IgE were undetectable (Gil et al. 1997; Navarro et al. 1996)
The aforementioned increase in serum IgA has also been reported by Yau et al. in healthy full-term infants fed a nucleotide-supplemented formula (Yau et al. 2003).

The effect of dietary nucleotides on the antibody response to specific food antigens has been also studied in children. A study with preterm infants showed higher concentration of specific IgG against α-casein and β-lactoglobulin for the first month of life in newborns fed a low-birth-weight-infant nucleotide-supplemented formula (Martinez-Augustin et al. 1997). Nevertheless, no differences were observed in the serum levels of these specific immunoglobulins, nor in those of total immunoglobulins when malnourished children were fed with formulas supplemented with nucleotides (Martinez-Augustin et al. 1997).

Finally, several studies have demonstrated that dietary nucleotides enhance infants’ responses to bacterial antigens and to vaccination (see Table 23.1). Thus, Pickering et al. (1998) showed that dietary nucleotides may modulate the immune response in normal infants, enhancing the production of specific IgG against low response antigens, namely *H. influenzae* type b, a bacterium responsible for meningitis episodes in early infancy (Pickering et al. 1998). On the other
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**FIGURE 23.5** Nucleotides and humoral responses in preterm infants. Nucleotides increase the serum levels of IgA (a) and IgM (b) in preterm infants fed a nucleotide-supplemented milk formula (NMF) compared to those fed a control milk formula (MF). *P < 0.05 MF vs. NMF. (From Neonatal Hematology and Immunology III, Gil, A. et al., Role of dietary nucleotides in the modulation of the immune response, 139–144, 1997, with permission from Elsevier, and Navarro, J. et al., Immunol Lett 53, 141–145, 1996.)
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Schaller et al. (2004) explored the effects of ribonucleotide supplementation on antibody responses in children subjected to routine infant immunizations (Schaller et al. 2004). Infants fed a nucleotide-supplemented formula had significantly higher poliovirus type 1 neutralizing antibody responses than did infants fed a nucleotide-free formula (Schaller et al. 2004). Another study demonstrated higher responses to tetanus toxoid (Hawkes et al. 2006), and a thorough study by Buck et al. (2004) showed that ribonucleotide feeding increases antibodies responses to Hib and to poliovirus, making them more similar to those of breast-fed children (Buck et al. 2004).

More recently, the above-mentioned studies and others were systematically reviewed by Gutiérrez-Castrellón et al. (2007), concluding that there is sufficient evidence to support the

TABLE 23.1
Effects of Dietary Nucleotides on Infant Immunity

<table>
<thead>
<tr>
<th>Observed Effects of Nucleotides</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>In vitro analysis of specific blood cell populations for functional capacity:</strong></td>
<td></td>
</tr>
<tr>
<td>Increase in the number of T memory/effector cells in the first year of life</td>
<td>Buck et al. (2004)</td>
</tr>
<tr>
<td>Lower levels of cytokine-producing T-cells (Tc1 and Th2 cells and total IFN-γ production) in the first year of life</td>
<td>Buck et al. (2004)</td>
</tr>
<tr>
<td>Decrease in naive T-cells in children in the first year of life</td>
<td>Buck et al. (2004)</td>
</tr>
<tr>
<td>Increased IL-2 production</td>
<td>Carver et al. (1991)</td>
</tr>
<tr>
<td>Increased NK cell activity</td>
<td>Carver et al. (1991)</td>
</tr>
<tr>
<td><strong>Analysis of in vivo responses to antigenic challenge, measuring changes in serum or mucosal antibody concentrations:</strong></td>
<td></td>
</tr>
<tr>
<td>Higher IgA and IgM production at 3 months of age</td>
<td>Navarro et al. (1999)</td>
</tr>
<tr>
<td>Higher serum IgA</td>
<td>Maldonado et al. (2001)</td>
</tr>
<tr>
<td>Higher antibodies against β-lactoglobulin at 1 month of life</td>
<td>Martinez-Augustin et al. (1997)</td>
</tr>
<tr>
<td>Higher Hib antibodies at 7 and 12 months</td>
<td>Pickering et al. (1998)</td>
</tr>
<tr>
<td>Higher diphtheria antibodies at 7 months</td>
<td>Pickering et al. (1998)</td>
</tr>
<tr>
<td>Higher oral polio virus VN1 antibodies at 7 and 12 months</td>
<td>Schaller et al. (2007)</td>
</tr>
<tr>
<td>Higher tetanus antibodies at 7 months</td>
<td>Ostrom et al. (2002)</td>
</tr>
<tr>
<td>Decreased diarrhea incidence</td>
<td>Yau et al. (2003)</td>
</tr>
<tr>
<td>Fewer symptoms of upper respiratory disease after 3 and 7 months</td>
<td>Navarro et al. (1996)</td>
</tr>
<tr>
<td>Fewer symptoms of upper respiratory disease</td>
<td>Hawkes et al. (2006)</td>
</tr>
</tbody>
</table>

Hib, Haemophilus influenzae; IFN, interferon; IL, interleukin; NK, natural killer.
addition of nucleotides to infant formulas, the two main benefits being the improved maturation of
the immune system and the decrease in the incidence of diarrhea (Gutiérrez-Castrellón et al. 2007).

23.4.6 DIETARY NUCLEOTIDES AND DEFENSE AGAINST INFECTION

Animals injected intravenously with *Candida albicans* or *Staphylococcus aureus* and fed a
nucleotide-free diet had a significantly lower survival rate than mice fed RNA, adenine, or
uracil-supplemented diets. On the other hand, intraperitoneal administration of a nucleoside-nucleo-
tide mixture for 14 days to mice was associated with reduced translocation of Gram-negative
enterics to the mesenteric lymph nodes and spleen in comparison to control animals. The extent of
the damaged mucosa was greater in controls, and these animals were more susceptible to the lethal
effects of the lipopolysaccharide from *E. coli*, which suggests that dietary nucleotides may block
bacterial translocation by preventing endotoxin-induced mucosal damage (Carver and Walker 1995;

One of the potential mechanisms by which nucleotides reduce the incidence of infection is the
modulation of the intestinal microbiota. Our group reported for the first time that nucleotide supple-
mentation to an infant formula reduced the counts of enterobacteria and increased the counts of
bifidobacteria in the fecal microbiota (Gil and Uauy 1995; Uauy et al. 1996). These results suggested
that nucleotides could act as prebiotics favoring the proliferation of the beneficial flora and inhibiting
that of potential pathogens. A more recent study corroborates this, indicating that nucleotide
supplementation of infant formulas decrease the ratio of *Bacteroides-Porphyromonas-Prevotella*
group to *Bifidobacterium* species (Shingal et al. 2008). These results support clinical findings show-
ing a low incidence of acute diarrhea in infants fed nucleotide-supplemented formula in developing
(Brunser et al. 1994) and developed countries (Pickering et al. 1998).

Yau et al. (2003) investigated the effects of an infant formula fortified with nucleotides on the
incidence of diarrhea, respiratory tract infections, and immune responses in healthy term infants
(Yau et al. 2003). Compared with infants that received a nucleotide-free diet, those fed the supple-
mented formula had a significantly lower risk (25%) of diarrhea between 8 and 28 weeks. In con-
trast, the group of infants fed the nucleotide formula showed an increased risk of upper respiratory
tract infections.

23.5 NUCLEOTIDES AND INTESTINAL INFLAMMATION

Intestinal inflammation is the hallmark of a range of diseases including inflammatory bowel dis-
ease. Because of the effect of nucleotides on immunity, intestinal healing, and proliferation, several
studies have assessed their effect on intestinal inflammation in animal models. The first studies,
in which nucleotide mixtures were administered to rats with DSS-induced colitis (Sukumar et al.
1998, 1999), described an exacerbation of the inflammatory reaction. In accordance with this, the
administration of nucleoside-nucleotide-free diets was described to suppress cytokine production
and to protect colonic mucosa in TNBS-induced colitis in rats (Adjei et al. 1996, 1997). These
results are in agreement with the fact that the administration of nucleoside-nucleotide–free diets
to Lewis rats reduced acute rejection of allogeneic transplants. These rats received a 2-cm jejunum
transplant from a donor Fischer rat into their abdominal wall (Ogita et al. 2004a,b). As a conse-
quence, a proinflammatory effect of nucleotide mixtures is deduced, while nucleoside-nucleotide–
free diets are considered to have immunosuppressive effects.

There is not a clear explanation for the proinflammatory role of dietary nucleotides, and spe-
cific studies are lacking, but nucleotides have been shown to be mediators of the purinergic system
that plays an important role in maintaining gut homeostasis by regulating a variety of functions
including secretion/absorption, immune/inflammatory, and nervous functions (Kolachala et al.
2008; Antonioli et al. 2013). In this sense, extracellular nucleotides liberated from different cell
types in stress conditions have been shown to alert the immune system to tissue injury or inflam-
mation. In fact, released nucleotides and their derivatives, such as ATP, ADP, UTP, UDP-glucose, and
adenosine, would act as ligands of purinergic receptors (P1 and P2). In general, these receptors
work in an autocrine mode. Under normal conditions, low concentrations of nucleotides are present
in body fluids and tissues, but during inflammation, large amounts of extracellular nucleotides are
rapidly released into the extracellular environment at the site of inflammation, increasing nucleotide
concentrations rapidly. For example, released ATP can stimulate P2 (for nucleoside tri-/diphos-
phate) receptors and is rapidly metabolized by ectonucleotidase into adenosine, that in turn acts on
P1 (for adenosine and AMP) receptors and/or is recaptured by nucleoside transporters. Thus, the
occurrence of purinergic signals depends on the integrated activity of enzymes and transporters
deputed to finely modulate the magnitude and duration of purinergic responses, driving the shift
from ATPergic (mainly proinflammatory) to adenosinergic responses, which predominantly ame-
liorate inflammation (Antonioli et al. 2013). The importance of the purinergic receptor system in the
intestinal inflammatory response is illustrated by the fact that some of these receptors like PA(2A),
P2X7, P2Y(2), and P2Y(6) are overexpressed in IBD patients or colitic animals and, for example,
P2X7-deficient mice do not develop experimental colitis (Neves et al. 2011; Ochoa-Cortes et al.
2014). Furthermore, the release of ATP by damaged intestinal epithelial cells, commensal bacteria,
macrophages, platelets, or neutrophils induces the generation of proinflammatory Th17 cells and the
activation of mast cells, which in turn produce proinflammatory cytokines, chemokines, and other
inflammatory mediators like leukotrienes and histamine (Kurashima et al. 2015). The consequence
of the increased extracellular ATP levels is therefore a proinflammatory signal, but also a protective
one, since it can help prevent infections by stimulating the immune system. In fact, ATP release has
been shown to result from TLR stimulation by intestinal bacteria, and a protective role has been
attributed to this phenomenon (Kurashima et al. 2015). After exonucleotidase metabolism ATP is
degraded to AMP and adenosine, which interact with P1 receptors such as PA(2A) and PA(3), and
which are involved in both the promotion and the resolution of inflammatory responses (Colgan and
Eltzschig 2012; Ye and Rajendran 2009). The fact that PA(2A) knockout mice show an exacerbated
colic inflammatory response to infection, while PA(2A) and PA(3) selective agonists ameliorate
intestinal inflammation, together with the need for PA(2A) and PA(3) receptor expression on T-cells
and myeloid cells for the inhibition of intestinal inflammation (Ye and Rajendran 2009), indicates
the importance of these receptors in the development and resolution of intestinal inflammation.

Dietary nucleotides are in direct contact with the intestinal epithelium and the lamina propria,
where cells express purinergic receptors; therefore, although not directly demonstrated to our
knowledge, it would be reasonable to think that the proinflammatory effects of nucleotide mixtures
and the anti-inflammatory effects of nucleoside-nucleotide–free diets could be directly related to
the stimulation of the purinergic receptor system.

It is interesting to point out that in models of ileitis induced by indomethacin, the intraperitoneal
administration of nucleotides exerts anti-inflammatory effects (Veerabagu et al. 1996). Furthermore,
the intraperitoneal administration of inosine (monophosphate disodium salt) has also been shown to
attenuate TNBS-induced colitis in rats (Rahimian et al. 2010), an effect that is mediated by PA(2A)
receptors. Therefore, it would be possible that the precise effect of nucleotides would depend on the
luminal/apical or intraperitoneal/basolateral administration.

23.6 POTENTIAL MECHANISM OF ACTION OF DIETARY NUCLEOTIDES

It has been proposed that dietary nucleotides exert effects upon cellular immune function by act-
ing on the T helper/inducer population with the predominant effect on the initial phase of antigen
processing and lymphocyte proliferation. The suggested mechanism would be the suppression of
uncommitted T lymphocyte responses as demonstrated by higher activities of deoxynucleotidyl
transferase, a marker of undifferentiated lymphocytes, in primary lymphoid organs of mice fed a nucleotide-free diet (Kulkarni et al. 1989).

Another hypothesis is that exogenous nucleotides may modulate T helper (Th) cell-mediated antibody production (Jyonouchi et al. 1994), favoring the balance of T-cell differentiation to Th-2 cells, which are mainly involved in the B-cell response and in the suppression of proinflammatory reactions induced by Th-1 cells.

The molecular mechanisms by which dietary nucleotides modulate the immune system are practically unknown. It has been suggested that the small intestine should play a key role in the regulatory effects of nucleotides upon the immune response. The gut-associated lymphoid tissue can initiate and regulate T-cell development and may act as a thymus analog (Walker 1996). Dietary nucleotides have been shown to enhance the production and the genetic expression of IL-6 and IL-8 by fetal small intestinal explants when challenged with IL-1β, the response being nucleotide concentration dependent. Furthermore, the addition of AMP to the culture medium resulted in the suppression of crypt cell proliferation followed by the restoration of differentiation and the induction of apoptosis across the human small intestinal epithelium (Sanchez-Pozo et al. 1999). Dietary nucleotides may influence the protein biosynthesis by regulating the intracellular nucleotide pool. In addition, signal transduction mediated by the interaction of exogenous nucleosides and their receptors may also contribute to modulate the expression of a number of genes, some of which can directly affect the levels of intestinal cytokines (Figure 23.6).

Nucleotides have been reported to modulate the gene expression of enzymes involved in their own metabolism, such as the purine salvage enzymes hypoxanthine-guanine phosphoribosyl transferase and adenine phosphoribosyl transferase in the small intestine and proximal colon (Leleiko et al. 1987; Leleiko and Walsh 1995). Recently, exogenous nucleosides have been shown to affect the expression and activity of several transcription factors involved in cell growth, differentiation, apoptosis, and in immune response and inflammation in Caco-2 cells. In fact, the addition of nucleosides to the medium increased the expression and activity of the general transcription factor CCAAT displacement protein (CUX1), and decreased the expression and activity of the general upstream stimulatory factor 1 (USF1), glucocorticoid receptor (NR3C1), and nuclear factor kappa B (NF-κB) (Ortega et al. 2011).

**FIGURE 23.6** Potential mechanisms of action of dietary nucleotides. Dietary nucleotides, mainly absorbed as nucleosides in the gut, may influence enterocyte and lymphocyte protein biosynthesis by regulating the intracellular nucleotide pool. In addition, signal membrane transduction mediated by the interaction of exogenous nucleosides and their receptors may also contribute to modulate the expression of a number of genes, some of which can directly affect the levels of intestinal cytokines. NT, = nucleotides; rRNA, = ribosomal ribonucleic acid.
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24.1 INTRODUCTION

This chapter focuses on describing the role of dietary gangliosides in modulation of the immune response, prevention of infection, and regulation of inflammation. It will begin with an overview of the structures and most commonly used nomenclature for gangliosides, followed by a brief description of the quantification methods used. Next, dietary sources of gangliosides will be described, with special focus on milk. Differences in the concentration and distribution of gangliosides between human and bovine milk will be described, as well as information on ganglioside composition in infant formulas. Then, an overview on the wide range of biological functions performed by gangliosides will be presented, including both physiological and pathological settings. Their role as receptors in cell-cell recognition and in lipid raft formation and maintenance will be mentioned. Then, their implication in tumor progression and metastasis will be presented. Their importance in neural development and function, as well as their role in central nervous system pathologies will also be reviewed. The implication of gangliosides in obesity and diabetes will be explained, followed by their anti-inflammatory role. Their recent role as autophagy mediators will be briefly considered. We will then extend on the importance of gangliosides in immunity, both in preventing infections and in modulating the immune system. Their direct effects on the intestinal immune system and consequences on the systemic immune system are considered. We will also evaluate their role as prebiotics, modulating gut microbiota. Finally, current literature regarding the use of dietary gangliosides in clinical situations will be reviewed.
24.2 DEFINITION AND DESCRIPTION OF GANGLIOSIDES

Gangliosides are negatively charged glycosphingolipids, built on the hydrophobic core of ceramide, which is decorated with a hydrophilic oligosaccharide chain, bearing one or more sialic acid residues plus a number of sugars including glucose, galactose, N-acetylglucosamine, and N-acetylgalactosamine (Wiegandt 1982). Ceramide consists of a sphingosine base linked to a fatty acid via an amide bond. The fatty acid is usually saturated, with a chain length of more than 14 carbons.

Different nomenclature systems are currently in use for gangliosides. Svennerholm developed a shorthand nomenclature, which is most frequently used (Svennerholm 1963). His system is based on two letters and one subscript number. The first letter indicates the series, depending on the carbohydrate core and metabolic pathway (G = ganglio series). The second letter refers to the number of sialic acid residues (M, D, T, Q, P, H, S for one, two, three, four, five, or, exceptionally, six or seven residues). The subscript corresponds to five minus the number of neutral monosaccharide residues present in the molecule. Attempts to develop more systematic and comprehensive approaches, such as the IUPAC system, are less frequently applied because of their complexity (Chester 1998).

Gangliosides are constituents of vertebrate plasma membranes, associated with the lipid leaflet through the ceramide, with the glycan moiety exposed to the external milieu. The carbohydrate portion normally functions as a receptor, antigen, and/or ligand in biological functions (Schnaar et al. 2014). Gangliosides are ubiquitously distributed in most vertebrate tissues and body fluids, even when they are more abundantly expressed in the brain. In general, they are isolated from these sources by chloroform-methanol extraction and solvent partition. Quantitative estimation of gangliosides is usually based on the sialic acid moiety, using the lipid-bound sialic acid (LBSA) colorimetric determination. Quantification can be achieved by high-performance liquid chromatography or mass spectrometry, providing suitable standards are available (Huang et al. 2014).

24.3 SOURCES AND QUANTIFICATION OF GANGLIOSIDES

The average ganglioside content in any human diet remains difficult to assess, except for milk, although there are data available for the sphingolipid content in foods. The total amount of sphingolipids in food varies considerably, from micromoles/kg in fruits, to several millimoles/kg in rich sources such as dairy products, eggs, and soybeans (Vesper et al. 1999). Daily intake of sphingolipids was estimated to be 0.3–0.4 g (Vesper et al. 1999). Gangliosides make up a small percentage of sphingolipid intake, and it is difficult to assess and calculate the actual ganglioside content of a diet (McJarrow et al. 2009). They are found in animal sources (i.e., egg yolk, meat, and milk). Currently, there is no literature to support optimal intake levels for either healthy individuals or individuals with various diseases. One study evaluated the ganglioside intake in a healthy population, consuming a well-balanced diet consisting of meat, fish, and dairy products. According to their results, individuals consumed less than 200 mg/d (Pham et al. 2011).

Ganglioside composition has been studied mainly in milk and dairy products. In milk, gangliosides are almost exclusively associated with the milk-fat globule membrane (MFGM), which is derived from the apical plasma membrane of the apocrine secretory cells in the lactating mammary gland (Keenan 1974). Initially, gangliosides were studied in bovine milk, with GD3 and GM3 as the major species (Bushway and Keenan 1978). Results from studies evaluating bovine milk, as well as milk from goats and ewes, have described differences in ganglioside concentrations between species and stages of lactation, as well as seasonal variations (Puente et al. 1992; Puente et al. 1994; Puente et al. 1995; Puente et al. 1996). The predominant ganglioside in bovine milk is GD3, constituting up to 60%–70%, with GM3 and GT3 comprising the majority of the remainder (Laegreid et al. 1986; Lee et al. 2013; Puente et al. 1992).

Human milk contains a higher concentration of gangliosides than bovine milk, the total amount being higher in colostrum compared to mature milk (Martin-Sosa et al. 2004; Pan and Izumi 1999). Individual ganglioside concentrations also vary according to stage of lactation. In fact, the relative
concentrations of GM3 and GD3 change between colostrum (days 1–5) and mature milk. GD3 was the most abundant ganglioside in human milk at the beginning of lactation, while GM3 was more predominant toward later stages (Giuffrida et al. 2014; Martin-Sosa et al. 2004; Rueda 2007). The relatively high concentration of gangliosides, together with the changes along lactation may reflect their importance for neonatal development (Rueda 2013). Besides GM3 and GD3, four other gangliosides, possibly from the c-series, were detected in human milk (Pan and Izumi 1999). Highly polar gangliosides, probably polysialogangliosides or complex gangliosides with branched oligosaccharide chains, have also been described (Rueda et al. 1995).

Milk from mothers delivering preterm was reported to differ in the relative concentration of individual gangliosides compared to those delivering full-term (Rueda et al. 1996). In addition, changes in fatty acid composition in human milk gangliosides through lactation have been described (Martin-Sosa et al. 2004), as well as differences in fatty acid composition between bovine and human milk gangliosides (Bode et al. 2004). These studies are of interest, considering that fatty acid composition of gangliosides is usually neglected in structural characterization studies. Nevertheless, their fatty acids determine, together with the oligosaccharide portion, the diverse physiological effects exerted by gangliosides (Bode et al. 2004).

Studies evaluating the concentration of gangliosides in human milk have estimated the mean intake of total ganglioside in infants. This would range from 5.5 mg/day to 8.6 mg/day within the 30 to 120 days postpartum period in infants fed human milk exclusively (Giuffrida et al. 2014). So far, there is little evidence to suggest that maternal diet influences the amount and profile of gangliosides in milk (McJarrow et al. 2009). The importance of nutrition during pregnancy for optimal growth and development of the fetus is nevertheless well known. Considering that dietary or exogenous gangliosides are able to cross the placenta and be assimilated in fetal brain tissues, the idea of supplementing maternal diet with gangliosides to promote an optimum supply during gestation has been suggested (Palmano et al. 2015).

Quantitative data of ganglioside concentrations in complex mixtures is still scarce, given that their chemical nature renders them difficult to analyze (Lacomba et al. 2009). In biological samples, gangliosides are usually quantified as lipid-bound to sialic acid (LBSA) as a surrogate parameter (Rueda 2007). Table 24.1 shows the reported average amount of total gangliosides and of GD3 plus GM3, expressed as LBSA and actual concentration, for different periods of human lactation. The average value of GD3 plus GM3 in human milk, weighted according to the number of samples, was of 13.2 mg/L considering colostrum, transitional, and mature human milk, or 11.1 mg/L when only mature human milk is considered (Rueda 2007).

Recently, quantitative mass spectrometry techniques have been developed. One in particular has been validated to quantify gangliosides in human milk using liquid chromatography coupled with electrospray ionization high-resolution mass spectrometry (LC/ESI-HR-MS). The method was applied to a large human milk sample set to determine the content of gangliosides up to 120 days postpartum. According to the observations, total ganglioside content in human milk ranged from 8.1 to 10.7 μg/mL (Table 24.1) (Giuffrida et al. 2014). Other investigations of gangliosides in bovine milk used ultra-high-performance liquid chromatography tandem MS, and focused on quantifying the specific amounts of gangliosides in bovine milk over lactation. This work showed considerable amounts of gangliosides at day two (GM3, 0.98 mg/L; GD3, 15.2 mg/L), which decreased rapidly by two weeks (GM3, 0.15 mg/L; GD3, 3.3 mg/L) and farther at three months (GM3, 0.15 mg/L; GD3, 3.3 mg/L). Moreover, the authors suggested that gangliosides were preferentially concentrated in side streams such as buttermilk as a result of the dairy processing procedure (Lee et al. 2013).

Considering the potential importance of gangliosides for wide range of functions, the composition of gangliosides and other sialoglycoconjugates in infant formulas has been studied and compared to that of human milk (Pan and Izumi 2000; Sanchez-Diaz et al. 1997). Since bovine milk is the base to manufacture infant formula, the ganglioside distribution is similar in both. However, both the pattern and content of gangliosides in human milk and infant formula differed considerably. In infant formulas, GD3 is the main species detected, and total ganglioside
TABLE 24.1
Ganglioside Concentrations (Total, GM3, and GD3) at Different Stages of Human Lactation

<table>
<thead>
<tr>
<th>Author</th>
<th>Method</th>
<th>Period of Lactation</th>
<th>n</th>
<th>Total Gangliosides (mg LBSA/L)</th>
<th>GM3 (%)</th>
<th>GD3 (%)</th>
<th>GM3 (mg LBSA/L)</th>
<th>GD3 (mg LBSA/L)</th>
<th>GM3 (mg/L)</th>
<th>GD3 (mg/L)</th>
<th>GM3 + GD3 (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Takamizawa et al. (1986)</td>
<td>LBSA</td>
<td>Colostrum</td>
<td>6</td>
<td>5.77</td>
<td>9.05</td>
<td>70.52</td>
<td>0.51</td>
<td>4.07</td>
<td>1.98</td>
<td>10.39</td>
<td>12.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transitional milk</td>
<td>5</td>
<td>4.50</td>
<td>18.02</td>
<td>62.02</td>
<td>0.73</td>
<td>2.85</td>
<td>2.85</td>
<td>7.26</td>
<td>10.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mature milk</td>
<td>6</td>
<td>4.04</td>
<td>60.82</td>
<td>20.30</td>
<td>2.38</td>
<td>0.88</td>
<td>9.24</td>
<td>2.23</td>
<td>11.47</td>
</tr>
<tr>
<td>Rueda et al. (1995)</td>
<td>LBSA</td>
<td>Colostrum</td>
<td>4</td>
<td>2.59</td>
<td>6.38</td>
<td>46.20</td>
<td>0.17</td>
<td>1.13</td>
<td>0.65</td>
<td>2.89</td>
<td>3.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transitional milk</td>
<td>7</td>
<td>5.03</td>
<td>13.04</td>
<td>36.81</td>
<td>0.76</td>
<td>2.02</td>
<td>2.97</td>
<td>5.16</td>
<td>8.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mature milk</td>
<td>7</td>
<td>1.79</td>
<td>44.23</td>
<td>15.30</td>
<td>0.62</td>
<td>0.38</td>
<td>2.42</td>
<td>0.96</td>
<td>3.38</td>
</tr>
<tr>
<td>Pan and Izumi (1999)</td>
<td>LBSA</td>
<td>Colostrum</td>
<td>16</td>
<td>9.82</td>
<td>3.13</td>
<td>48.19</td>
<td>0.31</td>
<td>4.73</td>
<td>1.19</td>
<td>12.07</td>
<td>13.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transitional milk</td>
<td>35</td>
<td>9.08</td>
<td>26.73</td>
<td>33.97</td>
<td>2.45</td>
<td>3.08</td>
<td>9.53</td>
<td>7.84</td>
<td>17.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Mature milk</td>
<td>10</td>
<td>8.02</td>
<td>35.76</td>
<td>24.71</td>
<td>2.88</td>
<td>1.08</td>
<td>11.18</td>
<td>5.05</td>
<td>16.23</td>
</tr>
</tbody>
</table>

| Giuffrida et al. (2014) | LC ESI- HR-MS | 0–11 days          | 450 | 8.1               | 4.3 ± 0.9 | 3.8 ± 0.4 | 1.1                |
|                        |               | 30 days            | 450 | 9.1               | 7.4 ± 0.2 | 1.7 ± 0.2 | 4.3                |
|                        |               | 60 days            | 450 | 10.0              | 9.1 ± 0.3 | 0.9 ± 0.1 | 10.1               |
|                        |               | 120 days           | 450 | 10.7              | 9.8 ± 0.3 | 0.9 ± 0.1 | 10.9               |


Molecular weights: Sialic acid=309; milk GM3=1198.5; milk GD3=1577. Colostrum: 1–5 days; transitional milk: 6–17 days; mature milk: more than 18 days. Results for LBSA (lipid-bound sialic acid) quantification are presented, expressed as mg LBSA/L and as mg/L. Data from quantitative mass spectrometry techniques are expressed as μg/mL.
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content is remarkably lower than that of human milk. Our group described the content of total sialic acids (SAs) and gangliosides, measured as LBSA, in a series of starter infant formulas from different brands and countries, comparing it to the human milk content reported in the literature (Martin et al. 2008). SA content in the different formulas, measured as Neu5Ac, varied from 11 to 35 mg/100 mL (mean 19.4 ± 0.6 mg/100 mL). Those formulas claiming exogenous addition of SA had higher concentrations than the rest. Even in fortified formulas, the content of SA remained below that of human milk, which varies from 120–150 mg/100 mL in colostrum to 30–45 mg/100 mL in mature milk (Martin et al. 2007). Formulas were indeed reported to contain less than 25% the content of mature milk SA, with most of it (around 70%) bound to glycoproteins (Wang et al. 2001). LBSA content of the analyzed commercial formulas was on average 0.24 ± 0.10 mg/100 mL, ranging from 0.09–0.53/100 mL (Martin et al. 2007). According to these data, total SA and LBSA contents in commercial formulas remain far below those in human milk. Considering the crucial role that both molecules may play in the development of the newborn, the supplementation of infant formula may be important for the developmental needs of the neonate.

24.4 OVERVIEW OF THE FUNCTIONS OF GANGLIOSIDES

Gangliosides are important components of membranes, involved in the regulation of their organization and function (Sonnino and Prinetti 2010). Due to their localization in the plasma membrane, gangliosides act as receptors in cell-cell recognition systems, interacting through the carbohydrate moiety with glycans-binding proteins on opposing cells. They act thus as regulators of a wide range of normal physiological functions in the immune system, nervous system, and metabolism, but also in pathological events like cancer progression and metastasis (Lopez and Schnaar 2009) (Figure 24.1).

24.4.1 GANGLIOSIDES AS LIPID RAFT CONSTITUENTS

Gangliosides have a key role in the formation and stabilization of membrane raft domains, which serve as platforms for cellular signaling, cell-cell communication, and viral entry. Their enrichment in lipid rafts provides indications of how they may affect cell function. Gangliosides can modulate lipid rafts, thus influencing biological processes, such as immune function, neuronal signaling, cancer cell growth, entry of pathogens through the gut barrier, and insulin resistance in metabolic disorders (Yaqoob and Shaikh 2010). Their presence in raft domains in tissues such as the brain, small intestine, and adipose tissue may be critical for normal development and function, although they also appear to be involved in pathological processes (Yaqoob and Shaikh 2010). Normal composition of gangliosides is essential for the maintenance of lipid rafts, and gangliosides are involved in the maintenance and repair of nervous tissues (Furukawa et al. 2011; Ohmi et al. 2011). Raft architecture is affected by ganglioside deficiency, which in turn is linked to inflammation and the pathogenesis of neural diseases (Ohmi et al. 2012; Schengrund 2015).

Gangliosides act as receptors in cell-cell recognition, interacting with glycan binding proteins (lectins). Sialic-acid-binding immunoglobulin-like lectins (Siglecs) are a family of animal lectins that recognize sialic acids bound to glycans. Through interaction with Siglec-7, gangliosides regulate natural killer (NK) cell cytotoxicity. They also act as receptors for Siglec-4 (myelin-associated glycoprotein), thus modulating myelin-axon interactions and axonal regeneration after injury. They regulate inflammation through interactions with E-selectin (Lopez and Schnaar 2009). In addition, they interact laterally with other membrane lipids and proteins, regulating cell signaling through interaction with insulin, epidermal growth factor (EGF), and vascular endothelial growth factor receptors (VEGF) (Prinetti et al. 2009).
24.4.2 Gangliosides and Cancer

In addition to their important functions in normal physiological processes, gangliosides also play a role in pathological processes like tumor malignancy and metastasis. Among the multiple factors affecting tumor formation, gangliosides may act as both inhibitory and stimulating molecules. The regulation of growth factors by gangliosides has important consequences for cancer progression and metastasis (Lopez and Schnaar 2009). A number of cancers are characterized by activated EGF, and a crucial factor for tumor progression is the growth of new blood vessels. Tumor cells release VEGF, which stimulates VEGF receptors, resulting in proliferation and migration of vascular endothelial cells (Krengel and Bousquet 2014). Gangliosides can affect signaling by the EGF and VEGF (i.e., GM3 ganglioside has an inhibitory effect on cancer development and progression by inhibiting the activation of EGF receptors) (Hakomori and Handa 2015). In fact, the expression of monosialyl gangliosides such as GM2 and GM1 tended to suppress tumor growth and metastatic potential (Dong et al. 2010). The expression of disialyl gangliosides, on the other hand, has been generally reported to enhance tumor progression and invasion. GD3 and GD2 are highly expressed in melanomas and cell lung cells, as well as in osteosarcomas, where they increase cell growth and invasion (Furukawa et al. 2012). GD3 has been identified as a melanoma-specific antigen, and it has been suggested to be involved in the transformation of melanocytes into melanomas, and the promotion of metastasis (Krengel and Bousquet 2014).
In addition, tumor-associated gangliosides may act as suppressors of the antitumor immune response, downregulating the activity of T- and B-cells, NK cytotoxicity, and dendritic cells, among others. For instance, T-cell dysfunction is promoted by GM2 (Krengel and Bousquet 2014). Gangliosides synthesized by cancer cells may modify the immunological environment, promoting an alteration of T-cell responses toward Th-2, thus contributing to immunosuppression (Crespo et al. 2006). Besides, shedding of gangliosides constitutes an important factor to evade tumor destruction by local immune cells (McKallip et al. 1999). Gangliosides are shed from tumors in great quantities, and could interact with proteins or be incorporated into the membrane of other cells, altering signaling events or cell-cell interactions with healthy cells. They have been shown to inhibit the \textit{in vitro} generation and differentiation of dendritic cells from progenitors (Peguet-Navarro et al. 2003; Shurin et al. 2001). Tumor-associated gangliosides could hence contribute to cancer progression through multiple mechanisms (Krengel and Bousquet 2014).

Many gangliosides associated with tumors are found in normal healthy tissues, but overexpressed in tumors, whereas others are only present in cancer cells. Such is the case of sialic-acid NeuGc, which is found in melanoma and breast cancer (Amon et al. 2014). Gangliosides are considered potential molecules for anticancer therapy, and a promising approach is the treatment with monoclonal antibodies recognizing tumor-associated markers (Couzin-Frankel 2013).

### 24.4.3 Gangliosides and Neural Development and Function

Gangliosides are essential for normal neural development and function. They play a remarkable role in neuronal growth, migration, and maturation; neuritogenesis; synaptogenesis; and myelination. In addition, they are involved in synaptic transmission (McJarrow et al. 2009). Animal studies exploring the effects of feeding gangliosides or cholesterol (or sialic acid, which is a key component of gangliosides) during early development suggested that they could influence brain development (Carlson 2009). Park et al. demonstrated that gangliosides and phospholipids added to the diet increased the ganglioside content in several tissues throughout the body, including the brain (Park et al. 2005b). Recently, early supplementation with phospholipids and gangliosides in pigs has shown beneficial effects, both in terms of brain and cognitive development (Liu et al. 2014). A pilot study in humans reported beneficial effects on the cognitive development of healthy infants (0–6 months) by supplementing infant formula with complex milk lipids, and the benefits appear to be related to increased ganglioside levels in serum (Gurnida et al. 2012). Other studies evaluated the potential for bovine milk–derived glycomacropeptide as an exogenous source of sialic acid to increase sialylation in brain glycoproteins and positively influence cognitive outcomes in animal models (Wang et al. 2007).

A role for gangliosides in regulating microglia morphology has been proposed. Microglia are vital for CNS homeostasis due to their plasticity and ability to respond to a wide range of challenges. In addition, they perform a structural role, and are involved in synaptic plasticity (Nayak et al. 2014). As immunological competent cells, they are considered key players in brain inflammation. Park et al. described that mixtures of brain gangliosides, and GM1, induced typical ramification in cultured rat microglia, whereas GD1a and GT1b did not (Park et al. 2008). Gangliosides were described to regulate the expression and release of B-cell activating factor (BAFF) expressed in microglia. BAFF is a member of the tumor necrosis factor (TNF) superfamily, with a crucial role in B-cell differentiation, survival, and regulation of immunoglobulin (Ig) production (Kim et al. 2009).

Gangliosides can activate immune cells in the brain, regulating the production of inflammatory mediators. They enhance cell surface expression of TLR2 in microglia, while reducing TLR4. The authors suggest that both TLR2 and TLR4 are involved in gangliosides-stimulated inflammatory responses in the brain (Figure 24.1) (Yoon et al. 2008).

Supplementation with gangliosides was shown to be important for retinal development, as inferred from animal studies. Supplementation with gangliosides and PUFAs induced changes in
the phospholipid composition of rat retina. Such changes may affect light adaptation and signaling, and could thus lead to enhanced development of retinal function in neonates. Behavior, memory, and learning were not investigated (Park et al. 2005a).

In addition, deficiency of b-series gangliosides has been linked to neurogenesis deficits and behavioral changes, which indicates that b-series gangliosides are required for the maintenance of the neural stem cell pool (Wang et al. 2014).

### 24.4.4 Gangliosides and Neurodegenerative Disorders

Ganglioside content undergoes drastic changes with age (Yu et al. 2009), which led to investigations of their influence on brain function during aging. In fact, modifications in ganglioside expression in lipid rafts with age has been suggested as a contributor to neurodegeneration leading to certain types of dementia or Alzheimer’s disease (AD) (Schengrund 2015; Yaqoob and Shaikh 2010). Alterations in membrane ganglioside composition affect secretase activities, thus modulating the processing of amyloid precursor protein (APP) and generation of amyloid β peptide (Aβ). Alternatively, membrane gangliosides can directly interact with Aβ and modulate its aggregation (Walter and van Echten-Deckert 2013). In fact, GM1 in lipid rafts has been suggested as the possible origin for Aβ accumulation. GM1 promotes conformational changes in Aβ, and the unique GM1-bound form of Aβ would favor Aβ polymerization (Ledeen and Wu 2015; van Echten-Deckert and Walter 2012). It has been suggested that a depletion in ganglioside levels may result in neurodegeneration (Furukawa et al. 2015). Thus, factors altering GM1 expression may affect the onset of neuronal problems. Aging and insulin resistance induce brain insulin resistance, which was accompanied by increased assembly of Aβ fibrils on the surface of neurons, due to a rise in GM1 clustering in the membrane lipid rafts (Yamamoto et al. 2012). Leptin also inhibited GM1 expression in lipid rafts, and Aβ assembly in neurons (Yamamoto et al. 2014).

Ganglioside administration has shown therapeutic benefits for neurologic diseases (Ryan et al. 2013). The fact that GM1 could form complexes with Aβ, hence preventing its deposition and oligomerization, would account for the beneficial effects observed in the treatment of neurologic diseases with exogenous gangliosides (Aureli et al. 2015).

Parkinson’s disease (PD) is characterized by a progressive loss of dopaminergic neurons in the substantia nigra region of the midbrain. About one third of the individuals affected will eventually develop dementia in the final stages. Several studies have implicated gangliosides in PD (Schengrund 2015). GM1 was shown to bind to α-synuclein, inducing a conformational change that inhibited its ability to aggregate and form insoluble fibers, thereby altering normal neuronal function (Martinez et al. 2007). Alterations in intracellular GM1 may thus be a contributing factor for PD (Ariga 2014). Studies reported positive effects of GM1 in treating symptoms of PD. GM1 protects against nigrostriatal toxicity and associated motor symptoms in monkeys, restoring cognitive and motor function, and preventing decline in function (Pope-Coleman and Schneider 1998; Pope-Coleman et al. 2000). Parkinson’s patients showed a significant improvement following GM1 treatment (Schneider et al. 2013).

Huntington’s disease (HD) is a genetic disorder caused by the expansion of a polyglutamine repeat tract, in the protein huntingtin (htt). Patients with HD exhibit progressive motor, cognitive, and psychiatric dysfunction. Several studies have reported decreased concentration of brain gangliosides in patients with HD and in animal models of HD (Ariga 2014). The expression of genes encoding glycosyltransferases, as well as ganglioside metabolic pathways, were shown to be affected in patients with HD (Desplats et al. 2007). Reduced synthesis of GM1 was found to occur in several models of HD (Maglione et al. 2010). In addition, high levels of GD3 were found in human HD, which may be indicative of apoptotic neurodegeneration. Alterations in the metabolism of gangliosides such as GM1 and GD3 may play a role in mediating the pathogenesis of HD (Ariga 2014). The administration of GM1 restores ganglioside levels in HD cells and promotes
activation of protein kinase B (AKT), leading to decreased mutant htt toxicity and increased survival of HD cells (Maglione et al. 2010).

These results provide the rationale for considering dietary ganglioside supplementation in patients with neurodegenerative disorders. Ganglioside supplementation may bear special importance during the onset and early stages of the diseases, when nutritional interventions are more likely to show positive effects.

### 24.4.5 Gangliosides and Inflammation

Inflammation has emerged as a leading cause for several brain diseases. Brain-derived gangliosides can induce the production of inflammatory mediators in brain microglia and astrocytes. While some reports have suggested that they may promote inflammation in the brain through modulation of TLR expression (Yoon et al. 2008), other studies propose ganglioside deficiency as the trigger for inflammatory reactions and neurodegeneration through complement activation (Ohmi et al. 2009). Recent reports further support that depletion of gangliosides results in inflammation of CNS and neurodegeneration (Furukawa et al. 2015).

An anti-inflammatory role for gangliosides in the intestines has also been proposed. Gangliosides were suggested to modulate vasoactive mediators and to suppress proinflammatory signals. Indeed, levels of GM3 and GD3 are decreased in inflammation, while low levels of GM3 are associated with higher production of proinflammatory signals (Miklavcic et al. 2012). This protective effect of gangliosides may be particularly relevant for the prevention of necrotizing enterocolitis (NEC), a gastrointestinal disorder primarily affecting preterm infants (Schnabl et al. 2009b). In fact, ganglioside GD3 has been suggested to play an important immunodulatory role in reducing the incidence and severity of NEC in an in vivo animal model, by reducing proinflammatory cytokines and increasing anti-inflammatory mediators (Xu et al. 2013). This anti-inflammatory role of gangliosides could be attributed to the ability of dietary gangliosides to modify the composition of the brush border membrane in the intestinal mucosa (Park et al. 2005b; Schnabl et al. 2009a). Dietary gangliosides (GM3 and GD3) were found to protect rat intestinal epithelium from lipopolysaccharide (LPS)-induced inflammation via sustained stability of gut-occluding tight junction protein, enhanced intestinal IL-10 production, and reduced generation of inflammatory intermediates (eicosanoids and cytokines) (Park et al. 2007; Park et al. 2010). GM3 has been suggested to exert its anti-inflammatory role by suppressing the expression of inflammatory molecules such as ICAM-1 and VCAM-1 in endothelial cells, thus reducing monocyte adhesion to endothelial cells stimulated by VEGF (Kim et al. 2014). A recent report suggests a protective role for GM1 and GD1a gangliosides in LPS-triggered inflammation in epithelial cells, by preventing TLR4 translocation into lipid rafts (Nikolaeva et al. 2015).

### 24.4.6 Gangliosides and Metabolic Syndrome

A link between gangliosides and the pathophysiology of obesity-related diseases has been established. Studies by Tanabe et al. described an increase of a-series gangliosides downstream of GM3 (GM2, GM1, and GD1a) in the adipose tissue of obese mice (Tanabe et al. 2009). Recently, it was suggested that b-series gangliosides in lipid rafts would regulate leptin secretion from adipose tissues (Ji et al. 2015). Moreover, gangliosides are implicated in insulin resistance. Insulin resistance involves changes in the dynamics and organization of lipid raft domains, with GM3 suggested as a key ganglioside involved in altered insulin signaling (Inokuchi 2014; Langeveld and Aerts 2009). The link between chronic low-grade inflammation in obesity and metabolic syndrome might directly involve gangliosides in a membrane microdomain-related mechanism (Yaqoob and Shaikh 2010). In fact, metabolic disorders have been proposed to be membrane microdomain disorders, caused by altered expression of gangliosides (Inokuchi 2014).
24.4.7 **Gangliosides and Autophagy**

Gangliosides have been increasingly recognized as mediators in processes important for cell survival, such as autophagy. Autophagy is a catabolic pathway, involved in the lysosomal degradation and recycling of proteins and organelles, of remarkable importance for maintaining homeostasis. It has been suggested that gangliosides could participate in the early phases of autophagy due to their molecular interaction with key molecules involved in autophagosome biogenesis and maturation (Tommasino et al. 2015). Actually, GD3 was reported to have a role in the initial phases of autophagy; it is recruited into the autophagosome via molecular interaction with autophagy-associated molecules. It would participate in the maturation of the autophagosome into autolysosome, contributing to the remodeling of the membrane curvature and fluidity (Matarrese et al. 2014).

24.4.8 **Gangliosides and Immunity**

The importance of gangliosides in immunity will be further extended in Section 24.5. Briefly, they can modulate the development or behavior of cells of the immune system (Ebel et al. 1992; Yuasa et al. 1990). Dietary gangliosides perform a remarkable role in promoting the development of intestinal immunity and oral tolerance in the neonate, thus contributing to prevent infections in early infancy (Rueda 2007).

Gangliosides can act as “unintended” target receptors for the adhesion of bacterial toxins, bacteria, or viruses. Enterotoxins from *Escherichia coli* and *Vibrio cholera* interact with GM1 gangliosides, which possess the ability to inactivate them (Laegreid and Otnaess 1987; Otnaess et al. 1983). *Helicobacter pylori* vacuolating cytotoxin could also be neutralized by GM1, by binding directly and preventing the cytotoxin internalization (Wada et al. 2010). Several studies reported the role of cell surface gangliosides as receptors for bacterial adhesion in specific tissues (Hata et al. 2004; Idota and Kawakami 1995). More recently, *in vitro* experiments suggested that gangliosides GM3, GD3, and GM1, at the concentrations found in human milk or infant formula, were able to interfere with the adhesion of several pathogenic bacteria involved in severe neonatal diarrhea episodes (Salcedo et al. 2013). The infection with certain human rotaviruses, the leading cause of severe gastroenteritis in infants, takes place through binding to cell surface GM1 glycan (Fleming et al. 2014; Martinez et al. 2013). Other studies described the implication of gangliosides in the interaction between host and pathogens such as *Campylobacter jejuni* and HIV (Day et al. 2012; Izquierdo-Useros et al. 2014; Puryear et al. 2012). A role for gangliosides in the prevention of parasitic infections was also suggested. In particular, it was reported that gangliosides supplemented into the diet had a protective effect against *Giardia muris* infection *in vitro* and decreased the survival of *G. lamblia* trophozoites *in vitro* (Suh et al. 2004). Dietary gangliosides act as putative decoys, interfering with pathogen binding.

In addition, evidence has accumulated suggesting that MFGM compounds, rich in gangliosides, may be involved in defense against pathogens. In particular, MFGM compounds were reported to adhere to enterotoxigenic *E. coli* strains (Sanchez-Juanes et al. 2009), and to inhibit the infectivity of rotavirus *in vitro* (Fuller et al. 2013). Recently, a clinical trial has shown that formula supplemented with MFGMs decreases the incidence of acute otitis media infections, to a level similar to breastfed infants (Timby et al. 2015). This evidence suggests that gangliosides could reduce the infection capacity of pathogens in the neonate.

24.5 **Ganglioside Effects on Immune Function**

One of the most established functions of gangliosides is their role as immunomodulating agents. Figure 24.1 illustrates a summary of these roles. GD1α and GD1 were characteristically detected in Th2 and Th1 lymphocyte subpopulations, acting as differentiation markers (Ebel et al. 1992). Several studies suggested that gangliosides could be involved in the activation of T-cells (Yuasa
et al. 1990) and in the differentiation of different lymphocyte subpopulations (Ebel et al. 1992; Nakamura et al. 1995; Nashar et al. 1996; Taga et al. 1995). In fact, anti-GD3 antibodies deliver a potent costimulatory signal for antigen-induced proliferation of CD4+ T lymphocytes (Schlaak et al. 1995). T-cell activation via GD3 results in phospholipase C-γ phosphorylation and initiation of Ca2+ flux (Ortaldo et al. 1996). These data suggest another mechanism of T-cell activation via a single, nonprotein surface moiety. Given that GD3 is one of the most important gangliosides in human milk and has been involved in the mechanism of T-lymphocyte activation, the supplementation of milk formulas with this ganglioside may contribute to the proliferation, activation, and differentiation of immune cells, especially those from the intestine in the neonate (Rueda 2013).

To understand the role of gangliosides in differentiation, maturation, and activation of T-cells, it is necessary to evaluate ganglioside composition in lipid rafts. Indeed, gangliosides GM1 and GM3 define different type of rafts, segregating differently in the polarized human T-cells (Inokuchi et al. 2013). The activation of individual T-cell subsets requires different types of gangliosides (Nagafuku et al. 2012). In particular, CD4+ T-cells preferentially express a-series gangliosides (the simplest being GM3), whereas CD8+ T-cells express very high levels of o-series gangliosides. These results suggest that CD4+ and CD8+ T-cell subsets require a-series and o-series ganglioside expression, respectively, to undergo activation upon TCR (T-cell antigen receptor) ligation. This different ganglioside pattern may define the immune function of each T-cell subset (Inokuchi et al. 2015). The authors suggest their findings may constitute a new strategy to treat allergic inflammation, targeting helper T-cells to control ganglioside expression in lipid rafts.

In addition to the regulatory role of gangliosides in T-cell differentiation, they exhibit a direct role in effector functions, such as modulation of Ig production. Indeed, gangliosides have been reported to either enhance or inhibit Ig production in different types of cells. GM1 increased Ig production in human plasma cells lines (Kimata 1994). In human B-cell lines, GM2 inhibited Ig production, by reducing the production of IL-10 and TNF-α (Kimata and Yoshida 1996). Other studies reported that ganglioside GQ1b enhanced Ig production of B-cells, by promoting IL-6 and IL-10 production of T-cells (Kanda and Tamaki 1998). In contrast, GD1b had an inhibitory effect, by reducing IL-6 and IL-10 production in CD4+ T-cells (Kanda and Tamaki 1999). Ganglioside GD1a enhanced IgG, IgM, and IgA production of B-cells, by promoting IL-6 and IL-10 production of monocytes, hence indirectly increasing B-cell Ig production (Kanda and Watanabe 2000). Thus, the role of gangliosides in modulating Ig production is complex, acting as either immunosuppressant or enhancer, depending on specific gangliosides species.

Similarly, gangliosides modulate the proliferation of several classes of immune cells in vitro, either acting as enhancers or inhibitors. They were shown to enhance the proliferation in human plasma cell lines and B-cells (Kimata 1994; Kimata and Yoshida 1994). In contrast, they were reported to inhibit the proliferation of T and B lymphocytes, T helper cells, and natural killer cells. The mechanisms are not fully understood, although it was described that brain-derived gangliosides bound to IL-2, thus preventing the cytokine binding to its receptor and blocking T-cell division (Irani et al. 1996). The interaction of tumor-derived gangliosides with both IL-2 and IL-4 was reported, thus inhibiting T-cell and T helper proliferation respectively (Chu and Sharom 1995; Lu and Sharom 1995).

Besides their systemic effects, gangliosides exert a direct influence on the immune system through the interaction with the gut associated lymphoid gut tissue (GALT). GALT is the largest immune organ in the body, comprising Peyer’s patches, isolated lymphoid follicles, and nonaggregated cells in the lamina propria and intraepithelial lymphocytes (see Chapter 2). It is an essential component of immune defense, protecting the body from foreign antigens and pathogens, while allowing tolerance to commensal bacteria and dietary antigens (Wershil and Furuta 2008). The development of the local immune system in the gastrointestinal tract is relatively independent of systemic immunity. The interaction of different factors, such as intestinal microbiota and nutrients at the local level, may influence the inner regulatory mechanisms of the intestinal immune function, especially during the first year of life. Given that gangliosides in human milk are able to modulate
some immunological parameters at the intestine, they would contribute to the proliferation, activation, and differentiation of intestinal cells, which would be particularly important in the neonate.

Unlike primary immune organs such as the spleen or thymus, an important part of GALT is a diffuse system with high numbers of immune cells integrated in the intestinal mucosa, even representing about 25% of the total mucosa mass. Consequently, factors affecting GALT development could therefore modify intestinal development.

The changes in the ganglioside content of mammalian milk during lactation may suggest their role in physiological processes that take place during early phases of infant development (Rueda and Gil 1998; Rueda et al. 1998a). Given that a high concentration of GD3 has been detected in developing tissues (Ando 1983), as well as in human colostrum, it could reflect a biological role in the development of organs (i.e., the neonatal intestine) (Rueda 2013). As mentioned above, human milk contains a significant amount of highly polar gangliosides (Rueda et al. 1995). This type of ganglioside has been detected in developing tissues (i.e., the embryonic chicken brain, syncytiotrophoblast, amnion, and placenta) (Rueda and Gil 1998). Since they are present in amniotic fluid (Rueda et al. 1993), which is in contact with developing tissues, they may thus originate by shedding from these tissues (Ladisch et al. 1983; Li and Ladisch 1991). The role of these highly complex gangliosides in developing tissues remains unknown, although it has been suggested that they act as mediators of certain types of cell-cell interactions during the early stages of mammalian development (Friedman et al. 1983). The complex gangliosides in human milk could thus be shed by the lactating mammary gland, playing an important role in this organ or in developing infant tissues, the small intestine in particular, during early life. Characteristic expression of complex gangliosides (i.e., GD1α) during lactation in the murine mammary gland and in the milk-fat globule has been described (Momoeda et al. 1995).

Dietary gangliosides play an important role in the regulation of intestinal immunity (Figure 24.1). In fact, in a model of weaning mice, gangliosides positively modulated the percentages of Th1 and Th2 lymphocyte subsets in the small intestine (Vazquez et al. 2001). Animals fed gangliosides showed an earlier development in cytokine-secreting cells. In addition, they showed a higher number of Th1 and Th2 cytokine secreting lymphocytes in lamina propria and Peyer’s patches after four weeks of feeding (Vazquez et al. 2001). Dietary gangliosides also increased the numbers of intestinal IgA secreting cells (Vazquez et al. 1999) and the luminal content of secretory IgA in weaning mice (Vazquez et al. 2000), which represents the main mechanism of defense against microorganisms entering the gastrointestinal tract. These results are in accordance with previous publications showing that different gangliosides modulate the production of immunoglobulins in a positive way (Kanda 1999; Kanda and Tamaki 1998). The influence of gangliosides in intestinal lymphocyte proliferation in vitro has also been reported (Vazquez et al. 2002). Gangliosides induce different effects on intestinal lymphocyte proliferation depending on the presence and concentration of specific structures, suggesting that dietary gangliosides may influence the development of intestinal immunity by either stimulating or inhibiting proliferative or inhibitory responses in intestinal lymphocytes during early infancy.

Gangliosides also exert modulating effects on dendritic cells, key cells with a pivotal role in orchestrating appropriate tolerogenic or immunogenic responses. GD3 and GM3 were described to inhibit dendritic cell maturation and effector functionalities, albeit to different extents. The combined action of both GD3 and GM3 may prevent excessive immune responses against the large amounts of antigen the newborn encounters during the first weeks of life. They would hence promote adequate tolerance against harmless antigens. Given that GD3 has a greater inhibitory potential and is present at higher levels during early stages of lactation, it could be inferred that the immune-regulating effect of the ganglioside milk fraction would be more notable at the beginning of lactation (Brønnum et al. 2005).

Ganglioside treatment was reported to induce a state of tolerance to TLR signaling, leading to blunted activation of innate immune responses (Shen et al. 2008). Ganglioside-exposed dendritic
cells promote regulatory T-cell activity that may have long-lasting effects on the development of tumor-specific immune responses (Jales et al. 2011). Even though these results were reported in the context of tumor studies, they may also suggest a role for dietary gangliosides promoting regulatory responses when contacting dendritic cells at the intestinal level.

Considering the important role of gangliosides in the differentiation and modulation of the intestinal immune system, their addition to infant formulas may present several advantages for formula-fed infants (Rueda 2013). Our group also studied tolerance-related parameters (incidence and duration of diarrhea, fecal color and consistency) in piglets fed a control or prototype formulas containing fructooligosaccharides and a higher content of sialic acid, gangliosides, and phospholipids (Ramirez et al. 2008). The incidence of diarrhea was not significantly different among the different study groups, but its duration was shorter in piglets fed the prototype formulas than in those fed control formulas. These results support a role for gangliosides on promoting development of intestinal immunity and oral tolerance in the neonate, and, as a consequence, on preventing infection.

24.6 BIFIDOGENIC EFFECT OF GANGLIOSIDES

The interaction between glycolipids and infant intestinal microbiota has been shown in several publications. First, the excretion of glycolipids in the feces of breastfed newborns and children was reported (Larson et al. 1987). Authors then demonstrated that several bacteria possessed extracellular glycosidases to degrade intestinal glycolipids (Falk et al. 1990; Larson et al. 1988). Later, our clinical study showed that the addition of gangliosides to infant formula, in concentrations similar to those in human milk, modified the intestinal microflora of preterm newborns, increasing Bifidobacteria counts while reducing those of E. coli. Feces from infants fed the ganglioside supplemented formula contained lower counts of E. coli than those from infants fed control formula, with significant differences at 7 days postpartum. After thirty days postpartum, the counts of fecal bifidobacteria were higher in infants fed the ganglioside-supplemented formula (Rueda et al. 1998b). These data suggest that supplementation of infant formula with gangliosides produces a growth-promoting effect of bifidobacteria and pointed to a prebiotic role of gangliosides. However, the ability of bifidobacteria to catabolize gangliosides from milk has not been explored, and the fate of digested milk gangliosides remains difficult to interpret. A more recent study has evaluated the capacity of bifidobacteria to consume milk gangliosides in vitro, and the results obtained further support a prebiotic effect for milk gangliosides on bifidobacteria in humans, especially in breastfed infants (Lee et al. 2014). The authors hypothesized that gut bacteria may contribute to the chemical modulation of ingested gangliosides. According to their results, B. infantis, B. bifidum, and B. breve can consume bovine milk ganglioside as the sole carbon source in vitro. Analysis of the milk gangliosides remaining after incubation with Bifidobacterium species by nano-HPLC Chip QTOF showed that B. infantis and B. bifidum can catabolize significant amounts of GM3 and GD3; B. infantis consumed 63% of GD3 and B. bifidum consumed 100%. In contrast, B. longum, B. adolescentis, and B. lactis degraded ganglioside to a lower extent (30%, 28%, and 48%, respectively) (Lee et al. 2014). It is probable that species of bifidobacteria utilize milk gangliosides as carbon sources by cleaving the glycan parts of the molecule with glycosylhydrolases. The release of free sialic acid in the intestinal tract may change the glycolipid profile in the gut’s intestinal epithelial cells and feces. Gangliosides would thus exert a selective prebiotic activity on specific bifidobacteria in infants (Lee et al. 2014). They can therefore influence the immune system not only directly, but also indirectly, by acting as prebiotics favoring the growth of beneficial bacteria.

Besides their role as prebiotics, an additional action could be speculated. Gangliosides modulate dendritic cells, which are implicated in the maintenance of tolerance toward commensal microbiota. Gangliosides could thus be further involved in favoring beneficial bacteria through their interaction with dendritic cells (Rescigno 2011).
24.7 SUMMARY AND FUTURE TRENDS

The role of dietary gangliosides was tested in preterm infants by supplementing infant formula with gangliosides, at concentrations similar to those in human milk. The ganglioside-supplemented formula modified the intestinal microflora of preterm newborns, increasing *Bifidobacteria* counts while reducing *E. coli*. These results suggest that gangliosides at the concentrations found in human milk may significantly modulate the intestinal microbiota of the newborn. However, the mechanisms involved and the relevance of such findings remain to be further elucidated (Rueda 2007, 2013; Rueda et al. 1998b). Gangliosides are able to modulate gut microbiota, toward a more beneficial profile enriched in *Bifidobacterium* (Rueda et al. 1998b). Resident bifidobacteria can metabolize them, which further supports their role as prebiotics (Lee et al. 2014). They may thus act as a contributing factor for the establishment of a protective and balanced microbiota from early infancy. In recent years, accumulating evidence demonstrates the microbiota as a key factor influencing host health. Gut microbiota provides the host with nutrients, but also with a whole range of metabolic activities that would not be accessible otherwise. It exerts a direct action on gut mucosa and enteric nervous system, but the effects go beyond the GI tract, as it influences the function of distal organs and systems (Clarke et al. 2014). The influence of microbiota on health is continuous throughout life. Variations and changes in gut microbiota influence physiology and can contribute to diseases ranging from inflammation to obesity. Microbiota can also communicate with the CNS, hence influencing brain function and behavior (Cryan and Dinan 2012). It is noteworthy that alterations in microbiota during early life have been associated with increased risk of health disorders during childhood and later in life (Arrieta et al. 2014). Given the bifidogenic effect of gangliosides, they may constitute an interesting ingredient to modulate the microbiota toward a beneficial one, especially during early life stages. Besides, milk gangliosides showed beneficial effects in modulating the immune functionality of GALT. Their interaction with dendritic cells may promote suitable tolerance against harmless antigens, which would be crucial for the neonate (Brønnum et al. 2005).

The role of gangliosides in preventing inflammation at the intestinal level suggests that dietary gangliosides may be beneficial in clinical situations involving inflammation (Miklavcic et al. 2012). This may be particularly relevant for the treatment and prevention of inflammatory bowel diseases (IBDs) and NEC, the leading cause (25%) for preterm mortality. Considering that NEC has a lower incidence in breastfed infants than formula-fed ones, it may seem feasible to attribute to gangliosides some of the beneficial effects of breast milk in NEC. However, better effects of bovine colostrum compared to ganglioside-enriched formulas were reported, regarding the stimulation of intestinal function and induction of NEC resistance in a piglet model of preterm infants. These observations would suggest a synergistic effect of several bioactives in milk (Moller et al. 2010). Gangliosides nevertheless could be, either alone or in combination with other bioactives, considered an interesting ingredient in formulas for newborns in the neonatal intensive care unit.

The potential role of gangliosides in neurodevelopment has been explored in depth during the past decades. Many reports support that dietary gangliosides, together with other complex lipids, may be important for brain development early in life. Recently, Liu et al. reported that dietary gangliosides improved spatial learning and affected brain growth and composition in neonatal piglets (Liu et al. 2014). Long-term oral administration of complex milk lipids enriched in gangliosides have been described to improve cognitive function in rats (Guan et al. 2015; Guillermo et al. 2015; Vickers et al. 2009). Only one human study has been conducted to assess the influence of a ganglioside-supplemented infant formula on cognitive functions of normal healthy infants. This pilot study showed that ganglioside supplementation had beneficial effects on cognitive development in healthy infants aged 0–6 months (Gurnida et al. 2012).

MFGM has gained interest as a biologically active fraction with potential beneficial health effects. Several components of MFGM have been reported to be essential for brain development, gangliosides among them (McJarrow et al. 2009). In fact, clinical trials have shown that formula supplemented with MFGM reduced differences in cognitive development between formula-fed and
breastfed infants (Timby et al. 2014), and decreased the risk of infection (Timby et al. 2015). Some authors suggest that maternal dietary ganglioside supplementation during pregnancy may promote long-term effects on fetal brain development and improve cognitive function from early neural development (Ryan et al. 2013). The available results, although not conclusive, suggest that the intake of gangliosides during pregnancy may provide a mechanism to enhance brain development during the critical early stages (Ryan et al. 2013).

Gangliosides, as major components of raft domains, perform important functions regulating signaling pathways in lipid rafts, and this accounts for the wide range of biological functions they perform (Figure 24.1). As a consequence, disruption in ganglioside composition affects the maintenance of lipid rafts, which may be the trigger of severe neurodegenerative diseases (Ariga 2014; Schengrund 2015). Understanding the mechanism of action of gangliosides and their role in lipid raft maintenance may lead to new therapies and disease prevention in neurodegenerative diseases such as AD (Ariga 2014). This would decrease the burden caused by these diseases and enhance the quality of life for the aging population (Schengrund 2010). In addition, gangliosides can modulate microglia and regulate the production of proinflammatory mediators in the brain. They could hence be considered for the prevention and treatment of neurodegenerative disorders with a proinflammatory origin.

Finally, gangliosides play an important role preventing the infection by several pathogens, acting as unintended target receptors (Rueda 2007). However, their role in immunity extends beyond a merely protective role, as they influence both systemic and intestinal immunity. At the systemic level, they contribute to the proliferation, activation, and differentiation of immune cells. In the intestine, they regulate the production of cytokines and IgA. In addition, by modulating dendritic cells, they contribute to immune tolerance. Their impact on the immune system could be further extended, if we consider their role as substrates for the microbiota (Rueda 2013).

Despite the numerous publications in the scientific literature regarding the biological effects of gangliosides and their mechanism of action, human studies to demonstrate their clinical relevance when incorporated with the diet are still largely missing. In particular, well-designed clinical trials are needed to provide further understanding of their immune outcomes, in order to support their use in clinical practice in the future.
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25.1 INTRODUCTION

Active hexose correlated compound (AHCC) is an extract from a liquid mycelia culture of basidiomycetes belonging to the genus Shiitake (Lentinula edodes); the extract contains polysaccharides. Many mushrooms, including shiitake mushrooms, are classified as basidiomycetes. When basidiomycetes change with sufficient mycelia growth under certain conditions of light, temperature, humidity, and nutrition, the sexual reproductive organs they form produce basidiospores, which are known as fruiting bodies. However, fruiting bodies are not formed when mycelia are cultured in a liquid medium, and they proliferate by forming spherical hyphae masses in the culture medium [1]. AHCC is the material containing the components that have been assimilated from the culture medium by the various enzymes that are produced by basidiomycete mycelia using this property of the mycelia of basidiomycetes. AHCC is manufactured through enzyme reaction, separation and concentration, sterilization, and freeze-drying.

AHCC may be used as a nutritional supplement and as a component of a functional food. Functional foods using mushrooms as raw materials are expected to have an immunostimulatory effect since they are known to contain polysaccharides, especially β-glucans, as an active ingredient [1]. However, AHCC contains only 0.2% β-glucan but plenty of α-glucan, and so it differs from other mushrooms and extracts derived from mushrooms. The presence of α-1,4-glucan acylated in positions 2 and 3 (Figure 25.1) has been reported, and this is considered to be one of the active ingredients [2]. The partially acetylated α-1,4-glucan cannot be obtained simply from a basidiomycete culture extraction and is presumed to be formed by the enzymatic modification of the native α-glucan during the AHCC manufacturing process [2].

Many tests have been performed to ensure the safety of AHCC. In the oral single dose toxicity test, LD50 values for rats (50% lethal dose) have been determined to be over 12,500 mg/kg, the maximum dose of AHCC that can be administered [3]. The high safety quotient has been confirmed, since physiological and biochemical changes were not observed in 4-month repeated-oral-dose toxicity studies conducted in rats, where 2% or 5% AHCC was administered into a powder feed diet [3].

Spierings et al. conducted tests corresponding to the first phase safety studies of AHCC in healthy volunteers. Twenty-six healthy male and female volunteers (age 18–61 years) were asked to take 9 g of AHCC per day, three times the normal recommended intake, for 14 days. No serious
adverse events were observed, and the authors concluded that AHCC is safe to use as a food in clinical practice [4].

25.2 IMMUNOREGULATORY EFFECT OF AHCC

Matsushita et al. reported that AHCC partly prevents the reduction in the activity of natural killer (NK) cells and the decrease in interleukin (IL)-1β and tumor necrosis factor (TNF)-α expression seen when the chemotherapy drug combination tegafur-uracil (sometimes called UFT) was administered to rats implanted with SST-2 breast cancer [5]. When AHCC was orally administered to C57BL/6 mice that were implanted with B16 melanoma or EL4 lymphoma cells, there was a significant delay in tumor growth, activation, and proliferation of antigen-specific CD4+ and CD8+ T-cells, enhanced interferon (IFN)-γ production, and increased NK cell and γδT cell numbers [6]. It has been reported that in cancer patients with low NK cell activity before intake, ingestion of AHCC (3 g/day for 2 weeks) increased NK cell activity [7].

Terakawa et al. evaluated dendritic cell count in peripheral blood in a double-blind randomized trial of 21 healthy individuals, with 10 participants in the AHCC treatment group (3 g AHCC per day) and 11 participants in the placebo group [8]. An increase in the total dendritic cell count and in myeloid dendritic cell count (DC1) was observed in the AHCC treatment group (Figure 25.2). DC1 is a cell type that plays an important role in anticancer immunity through its activation of naive T lymphocytes. This suggests that AHCC may improve the immune response of cancer patients. On the other hand, there were no differences observed in cytokine production, such as IFN and interleukins, between the groups. In a study in healthy individuals during the common cold season, AHCC (1 g/day) improved the “SIV” (scoring of immunological vigor) [9], a test used to evaluate the overall immune status using information such as T-cell count, CD8+CD28+ T-cell count, naive T-cell count, B-cell count, NK cell count, CD4/CD8 T-cell ratio, and naive/memory T-cell ratio [10]. These studies suggest that AHCC strengthens immune protection against cancer and has the effect of normalizing a compromised immune system. This suggests that AHCC may have protective effects not only against cancer growth, but also against microbial infection.

Although the partially acetylated α-1,4-glucan mentioned above has been reported to be the active ingredient for the immunoregulatory effect of AHCC [2], other active ingredients may be present. A recent report using cultured intraepithelial lymphocytes suggests that AHCC acts directly on these cells via TLR2 or TLR4 (Figure 25.3) [11], effects which may involve components other than the α-1,4-glucan.

25.3 AHCC AND INFECTION

There are a number of reports on the effectiveness of AHCC in experimental infection models [12–21]. There are reports of a prophylactic effect against Candida albicans, Pseudomonas aeruginosa, and methicillin-resistant Staphylococcus aureus (MRSA) infections in a neutropenia model when cyclophosphamide is administered [12] and a protective effect against C. albicans infection in a granulocytopenia model when cyclophosphamide, 5-fluorouracil, doxorubicin, or prednisolone is administered [13]. This suggests that oral intake of AHCC works defensively against opportunistic
infections in an immunosuppressed state caused by chemotherapeutic agents. Aviles et al. reported a protective effect against *Klebsiella pneumoniae* infection in the hindlimb suspension model that is used to reproduce the immunosuppression during spaceflight, along with increased survival rate [14], and improved spleen cell proliferation and cytokine production [15]. Furthermore, Aviles et al. have reported [16,17] an improvement in the survival rate following pneumoniae infection of
surgical wounds by administering AHCC. Thus, the anti-infection role of AHCC may have many applications.

AHCC affects both natural and acquired immunity, and has been reported to be effective not only against fungi and bacteria, but also against viral infections [18–21]. Compared with the infected control group, AHCC caused an increase in lung NK activity in mice 2 days after influenza virus infection and the degree of weight loss after infection was lessened, and recovery was also quicker (Figure 25.4) [18,19]. The protective effect of AHCC has been confirmed with even smaller doses [20]. Studies have been conducted for the H5N1 avian influenza virus, and AHCC caused improvement in the survival rate for lethal infection in mice [21]. Also, a recent report on the infection protective effects of AHCC against West Nile virus (WNV) mentions that the severity of infection is reduced with an improved immune status of the host with increased IgG antibody production and modification of the subset of $\gamma \delta$T-cells against WNV [22]. A recent report mentions that administering AHCC to healthy individuals who had received influenza B vaccine increased the number of
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FIGURE 25.3  Effect of AHCC on IL-6 production is mediated via TLRs. Production of IL-6 by murine intraepithelial lymphocytes cultured with complete medium (control), LPS (0.01 μg/mL), AHCC (0.1 mg/mL), or AHCC + anti-TLR2 or anti-TLR4. Values represent mean results from three replicates normalized to fold change ± SEM. Bars that have no letter in common are significantly different from each other ($p \leq 0.05$). (From Mallet JF et al., *Eur J Nutr*, 55, 139–146, 2015.)
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FIGURE 25.4  Body weights of control and AHCC-supplemented young mice following infection with 100 HAU influenza A/PR8 through d 10 postinfection. Values are means ± SEM, $n = 20$. ***Different from AHCC, $p<0.001$. 
cytotoxic CD8+ T-cells and NKT-cell activity, and the rise in antibody titer after vaccination was significantly higher, compared with the group where AHCC was not administered [23].

Data from an unpublished study by Judith Smith shows that the virus disappeared in 5 of the 10 subjects who were positive when AHCC was administered to healthy people who tested positive for human papillomavirus (HPV), which is considered to be one of the causes of cervical cancer (paper in preparation). It is expected that this may lead to the prevention of cervical cancer, in addition to protection against HPV.

25.4 ANTI-INFLAMMATORY EFFECT OF AHCC

Studies have been conducted with AHCC investigating its ability to suppress excessive immunity and inflammation. Daddaoua et al. reported that administering 100 or 500 mg/kg AHCC per day in the trinitrobenzene-sulfonic acid (TNBS)-induced colitis model in rats reduced the inflammation score of the large intestine; diminished the production of cytokines such as IL-1β, IL-1ra, MCP-1, and TNF-α; and altered the intestinal bacterial flora [24]. Lactic acid bacteria and bifidobacteria are reduced with TNBS treatment, but by administering AHCC, lactic acid bacteria and bifidobacteria increased, and clostridia decreased. The effect was comparable to sulfasalazine (200 mg/kg), which is used as a therapeutic agent in inflammatory bowel disease [24].

Nitric oxide (NO) is produced in bacterial and viral infections, indicating bactericidal and antiviral activity (see Chapters 19 and 20). However, inducible nitric oxide synthase (iNOS) is induced along with liver inflammation, injuries, and cancer. This increases NO production and aggravates symptoms. Matsui et al. observed that AHCC treatment reduces the NO produced due to the induced iNOS when rat hepatocytes are stimulated with IL-1β, and they found that AHCC treatment causes decomposition of the iNOS messenger RNA, which is induced by IL-1β [25]. It was revealed with the discovery of the reduction in iNOS mRNA expression in the primary cultured hepatocytes by AHCC that both the sense and antisense strands of the iNOS gene are transcribed and that the antisense strand contributes to the stability of iNOS mRNA [26]. The findings suggest that active ingredients in AHCC might regulate different inflammatory pathways [27].

25.5 SUMMARY

The results achieved so far with AHCC suggest that its effects depend upon the precise physiological or pathophysiological situation. In some settings it enhances the immune response; in others it restores immune homeostasis or reduces inflammation. AHCC has been studied in both cancer and infection. Findings to date suggest that AHCC might prevent carcinogenesis and inhibit cancer growth by enhancing immune surveillance for cancer, and also be effective for the prevention of infectious diseases. It can also be used in combination with chemotherapeutic agents in the field of cancer treatment without concern about drug interactions [28,29], and there are also several reports of reduced side effects [30–32]. AHCC can be expected to have further applications in the future as a safe food that can be used to supplement medical treatments.
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26.1 INTRODUCTION

The immune system benefits from good quality nutrition of the organism (Calder, 2013). Not only does the immune system benefit directly from good nutrition, but indirectly good nutrition will prepare the organism for periods of stress, reducing the adverse effects (e.g., immunosuppression) and enhancing recovery. In this chapter, we will discuss the effects of two environmental stressors of relevance to spaceflight, microgravity and space radiation. Both have major physiological impact and both induce immunosuppression. Although poorly investigated to date, it is likely that nutritional interventions could play a role in enabling the immune system to withstand the effects of such stressors and in promoting recovery.

26.2 MICROGRAVITY AS AN ENVIRONMENTAL STRESSOR THAT IMPACTS THE IMMUNE SYSTEM

The microgravity environment of space presents numerous challenges to the function and well-being of the human body that can potentially compromise health, safety, and performance (Blaber et al., 2010). There are adverse effects on human physiology, impacting on the skeletomuscular, cardiovascular, and sensory motor systems (Clement, 2003; Shackelford, 2008; Blaber et al., 2010). Altered body composition, with loss of muscle and bone, fluid shifts, congestion, altered taste and smell, and space motion sickness all occur (Blaber et al., 2010).
26.2.1 EFFECTS OF MICROGRAVITY ON MUSCLE AND BONE

The major sites of the losses of body mass during spaceflight are the muscles and bones; in space, muscles in the legs, back, spine, and heart weaken and waste away because they no longer are needed to overcome the effect of gravity, just as people lose muscle when they age or are confined to bed rest due to reduced physical activity and reduced use of the postural muscles that maintain the body upright in a gravitational environment. After a 2-week spaceflight, muscle mass is diminished by up to 20% (Clement, 2003) and on longer missions (3–6 months), a 30% loss has been noted (Shackelford, 2008). Bed rest studies on subjects in energy balance have shown that the reduction in muscle size and strength is due to the decreased workload on the muscles. One of the countermeasures for the reductive remodeling of muscle is exercise. If a resistive exercise program is incorporated into a bed rest protocol, the muscle loss can be prevented (Loehr et al., 2011). Hence, exercise is one factor that could mitigate some of the adverse effects of microgravity.

Bone deterioration is a challenge in long-term spaceflight with significant similarities to patients experiencing bone loss. Bone loss will be a problem after return to Earth from very long missions. Recovery of bone is a very slow process, taking longer than the actual duration of the mission (Smith et al., 2012). A recent study, using heavy resistive exercise as a countermeasure to bone loss, for the first time showed that adequate energy, protein, and vitamin D supply are mandatory to maintain bone mineral density after 6 months of spaceflight (Smith et al., 2012).

26.2.2 EFFECTS OF MICROGRAVITY ON THE IMMUNE SYSTEM

Several studies including ground-based models and spaceflight experiments have investigated the effects of microgravity on the immune system (Borchers et al., 2002; Sonnenfeld, 2002; Gridley et al., 2009). The human immune system becomes weaker in space, but, although several hundred cosmonauts and astronauts have flown in space, knowledge about the adaptation of their immune systems to spaceflight is poor. Nevertheless, it has been suggested that an adverse impact of spaceflight on the immune system could limit humanity’s ability to explore space (Gueguinou et al., 2009). Immunosuppression and immune dysfunction have been observed in astronauts during space missions (Fitzgerald et al., 2009); effects of spaceflight on immune function include a decrease in natural killer cell number and functionality, changes in T-cell distribution and function, decreases in cell-mediated immunity with altered cytokine production, and an increase in secretion of interleukin (IL)-6 and IL-10 (Baqai et al., 2009; Gridley et al., 2009). The effects of microgravity are seen in altered gene-expression patterns, in particular genes involved in stress, and in glucocorticoid receptor metabolism and T-cell signaling, which are typically linked with immunosuppression (Baqai et al., 2009). A more recent study has shown that the limited activation and proliferation of T-cells because of microgravity can be attributed to the inhibition of the Rel/NF-κB signaling pathway, which in turn affects cell cycle regulation, apoptosis, cytoskeleton functioning, and the expression of several surface molecules and cytokines (Chang et al., 2012). Although short-term spaceflights are associated with known reversible immunological alterations, the effects of long-duration spaceflights on neuroimmune responses are not yet fully understood (Stowe et al., 2011).

The precise mechanisms by which spaceflight and microgravity impact the immune system are not clear. However, among the many factors that could affect immunity during spaceflight, physical and psychological stresses are likely to play a major role (Stowe et al., 2011). Spaceflight is associated with a number of stressful events that can be considered acute (i.e., launch/landing stress) or chronic (prolonged periods of isolation, loneliness, anxiety). Dysregulation of the human immune system has long been known to be present as an acute stress-induced postlanding phenomenon (Levine and Greenleaf, 1998). The duration, intensity, and timing of a physiological stress response are critical factors when determining the impact of stress on immune function and health. A unique characteristic of acute stress is the rapid physiological response that occurs while the stressor is applied, followed by an abrupt shutdown of the response when the stressor is removed. At the other
end of the spectrum are the effects of chronic stress. These are persistent or prolonged stressful
events (on the order of weeks to months to years) that may result in immune dysregulation or sup-
pression (Dhabhar, 2014).

26.2.3 Nutrition as a Countermeasure to Protect against the Harmful Effects of Microgravity

Adequate nutrient intake is especially important for space travelers because of the length of time
they are exposed to a limited, mostly closed food system. Because nutritional status is subject to
so many influences, monitoring nutritional status on extended duration space missions is impor-
tant to ensure crew health and productivity, and ultimately mission success. Many nutrition-related
concerns exist, including the potential for inadequate energy intake, macronutrient imbalance, and
vitamin and mineral deficiencies or excesses. In addition to nutrient intake, nutrient absorption
and metabolism may be altered during spaceflight (Zittermann et al., 2000). Maintaining adequate
nutrient intake during spaceflight is important not only to meet nutrient needs of astronauts but also
to help counteract negative effects of spaceflight on the human body, including the immunosup-
pressive effect. Improving the nutrition of cosmonauts and astronauts may, therefore, prove to be an
appropriate countermeasure to some of the immunological disturbances observed during and after
spaceflight. There may be even greater benefits from targeting the immune system with nutrient
interventions: given the considerable interactions between the immune system and bone remodel-
ing, nutritional countermeasures that influence the immune system could also prove beneficial in
reducing the significant bone loss occurring during long-term spaceflights.

26.3 Space Radiation as an Environmental Stressor

26.3.1 Space Radiation: Introduction

Radiation that occurs in space (space radiation) is energy in transit in the form of high-speed
particles and electromagnetic waves. Electromagnetic radiation is very common in everyday lives
in the form of visible light, radio and television waves, and microwaves. Radiation is divided into
two categories, ionizing and nonionizing. Ionizing radiation is radiation with sufficient energy
to remove electrons from the orbits of atoms resulting in charged particles. Examples of ioniz-
ing radiation include γ-rays, protons, and neutrons. If the energy of ionizing radiation is suffi-
cient, electrons other than those in the outermost orbits can be released; this process renders the
atom very unstable, and these ions are very chemically reactive. Ionizing radiation travels through
living tissues, causing structural damage to DNA and other macromolecules, and altering many
cellular processes. Space radiation consists primarily of ionizing radiation that exists in the form
of high-energy, charged particles. There are three naturally occurring sources of space radiation:
trapped radiation, galactic cosmic radiation (GCR), and solar particle events (SPE) (Figure 26.1).
The magnetic field generated by electric currents in the Earth’s liquid iron core extends far into
space, shielding the planet from 99.9% of harmful radiation. The Earth’s atmosphere provides
additional protection, equal to a slab of metal about 3 feet (1 m) thick. For people outside the pro-
tection of Earth’s magnetic field, space radiation becomes a serious hazard. Thus, spaceflight and
space exploration greatly enhances exposure to ionizing radiation, including its SPE component.
Radiation in space takes the form of subatomic particles from the sun as well as from sources
in the Milky Way galaxy and beyond. An instrument aboard the Curiosity Mars rover during its
253-day deep-space cruise revealed that the radiation dose received by an astronaut on even the
shortest Earth–Mars round-trip would be about 0.66 sievert. This amount is equivalent to receiving
a whole-body CT scan every 5 or 6 days. A dose of 1 sievert is associated with a 5.5% increase in
the risk of fatal cancer. The normal daily radiation dose received by the average person living on
Earth is 10 microsieverts.
26.3.2 The Risks of Space Radiation

There has been major focus recently on the assessment of risks related to exposure to SPE radiation (Kennedy, 2014). Effects related to various types of space radiation exposure that have been evaluated include gene expression changes (primarily associated with programmed cell death and extracellular matrix [ECM] remodeling), increased oxidative stress, increased gastrointestinal tract bacterial translocation and immune system activation, altered peripheral hematopoietic cell counts, emesis, blood coagulation, skin changes, altered behavior, increased fatigue (including social exploration, submaximal exercise treadmill performance, and spontaneous locomotor activity), changed heart functions, and alterations in biological endpoints related to vision (lumbar puncture/intracranial pressure, and ocular ultrasound and histopathology studies); longer-term effects like development of cancer and cataracts have been studied (Kennedy, 2014). The extent and severity of acute effects is determined by the type and amount of radiation exposure. Results from animal experiments show that the biological damage to the central nervous system, which is unique to the high-energy, heavy ions encountered in space, is similar to that associated with aging. There is experimental evidence that radiation encountered in space is more effective at causing the type of biological damage that ultimately leads to cancer than γ- or x-rays commonly encountered on Earth. There are a number of health concerns as a result of space radiation exposure, including increased risk of cancer; changes in motor function and behavior and increased risk of neurological disorders; increased risk of other degenerative tissue defects such as cataracts, circulatory diseases, and digestive diseases; prodromal risks; significant skin injury; or death from a major solar event or combination solar/galactic cosmic ray event. The space radiation risks to the central nervous system (CNS) are considered extremely important. For example, studies suggest that the induction of Alzheimer’s disease may
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be a space radiation risk (Cherry et al., 2012) and attention deficits may arise following exposure to low doses of space radiation (Davis et al., 2014). Many other studies have also indicated that there are major risks to the CNS from space radiation (Limoli et al., 2007; Manda et al., 2007, 2008a,b; Pouloue et al., 2011; Lonart et al., 2012; Rivera et al., 2013; Suman et al., 2013; Tseng et al., 2014). Exposure to $\gamma$-rays (Hienz et al., 2008) or $^{56}$Fe ions (Shukitt-Hale et al., 2000, 2007; Higuchi et al., 2002; Rabin et al., 2002) is also known to have adverse effects on the CNS and neurobehavior of irradiated animals, including reduced performance in motor tasks and deficits in spatial learning and memory.

### 26.3.3 Nutrition as a Countermeasure to Protect Against the Harmful Effects of Space Radiation

Nutritional countermeasures to reduce the effects of ionizing radiation can be broadly categorized into two groups. The first group includes specific nutrients (or even foods) that prevent the radiation damage. For example, antioxidants like vitamins C and E may help by soaking up radiation-produced free radicals before they can do any harm. Research has also suggested that pectin fiber from fruits and vegetables, and omega-3–rich fish oils may be beneficial countermeasures to damage from long-term radiation exposure. Other studies have shown that diets rich in strawberries, blueberries, kale, and spinach prevent neurological damage due to radiation. In addition, drugs such as radiogardase (also known as Prussian blue) that contain ferric (III) hexacyanoferrate (II) are designed to increase the rate at which radioactive substances like cesium-137 or thallium are eliminated from the body.

The second group of nutritional countermeasures are those that facilitate a faster recovery from radiation damage. These dietary agents offer protection by stimulating the growth of surviving stem and progenitor cells, or by lengthening the duration of the cell cycle segment that checks for and repairs damaged DNA. These types of agents (called radio-protectants) are used to treat people exposed to radiation contamination on Earth, and may be good candidates for use on long-duration space missions. It is important to note, however, that when administered in effective concentrations, some radioprotectants also have negative side effects such as nausea, hypotension, weakness, and fatigue.

One natural defense system is for an abnormal radiation damaged cell to self-destruct before the cell becomes cancerous; this is achieved by activation of the cell’s apoptosis pathways (programmed cell death). Apoptosis can also be triggered intentionally by exposing the cell to enzymes or specific ligands (an ion, an atom, or a molecule) that bind to a cell’s death receptors. Other approaches that may also be useful aim to enhance the DNA repair system and immune response by facilitating faster recovery of cell populations damaged by radiation. There are several agents now in clinical trials that may have these effects. Some drugs, for example, stimulate the immune system to “restore and repopulate” bone marrow cells after radiation exposure. Other drugs appear to reduce gene mutations resulting from radiation exposure. Radiation protectants originally developed to protect military personnel in the event of nuclear warfare are now being used to protect cancer patients against the harmful effects of radiation treatment.

Another important countermeasure may be the use of a nutritional supplement called active hexose correlated compound (AHCC) (see Chapter 25). AHCC is a fermented mushroom extract that has been used as a supplement to treat a wide range of health conditions. It helps in augmentation of the natural immune response and affects immune outcomes and immune cell activation (see Chapter 25). Immune suppression in microgravity or due to radiation has been documented for many years. AHCC may be able to counter this (Olamigoke et al., 2015). AHCC is seen to have anticancer action and immunostimulatory effects, and reduces side effects due to chemotherapy, as well as enhancing defense against infection (Olamigoke et al., 2015). Figure 26.2
show the immunoproliferative effects of AHCC on normal human lymphocytes mediated via cell adhesion.

26.4 CONCLUSIONS

Stressors of all kinds affect many physiological systems and most adversely influence the immune response. This could be through an altered hormonal milieu that suppresses many immune cell responses or through direct cellular damage. In this chapter, two forms of environmental stressor relevant to space travel—microgravity and ionizing radiation—have been discussed. Both adversely affect the immune response, although more detail on the precise effects and about the mechanisms involved is still required. This is very important since immune impairment has been proposed to be a limitation on further space exploration. Factors that limit the damage caused by space travel or that accelerate the repair process will be important for intervention in the future. Several nutritional factors could play a role in this regard. It is likely that this will become an area ripe for further research.
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Infection is defined as the invasion of the body by organisms such as bacteria, viruses, fungi, or parasites; inside the body they may multiply, stay dormant, or be neutralized by the body’s defense mechanisms. With the entry of such organisms into the body, immunological processes are aimed at eradicating them and/or stopping their multiplication. The presence of infection is suggested clinically by symptoms and/or signs elicited in those with or without symptoms. Following a confirmatory test or procedure and depending on the body system and the organisms involved, the treatment would include an appropriate anti-infective pharmaceutical agent. However, infection may remain subclinical, resolving on its own, or it could pass into a chronic phase. Use of advanced
technology in research has enabled a deeper understanding of the various processes of the point of entry of (micro)organisms into the body, their invasion of tissue, and the various processes at the molecular level leading to the clinical manifestations of infection. In modern conventional or allopathic medicine, treatment of such a condition through the use of pharmaceutical agents is based on evidence of the ability of the agents to kill the organisms, proof of which has been provided in prior laboratory and clinical experiments. Such detailed understanding of these processes has made possible the discovery of antibiotics and anti-infective agents, and also the introduction of newer pharmaceutical agents that include vaccines, antibodies, and immunoglobulins for the prevention and treatment of infectious diseases. However, there are limitations to such a physical systemic approach in understanding of several disease conditions and their treatment. Despite the discovery of newer generations of antibiotics, antibiotic resistance and superinfection by “super-bugs” have become major health issues. Thus, both patients and healthcare providers have an increased awareness of and interest complementing their treatment regimen with traditional healing systems, such as Ayurved, and/or nonconventional healing products and techniques. Ayurved has often been perceived as a system of herbal healing. The system is, in fact, a much deeper science that embraces nature and involves a balance of elements between the interior milieu of the human body and its external environment which must undergo constant adjustment. Ayurved also includes the acceptance of plants as life forms and the potential of mutual nourishment among different life-forms (Frawley and Lad 1988). In this chapter, the healing system of Ayurved will be explained, and aspects of its approaches related to resolution of infections and common medical conditions will be discussed.

27.2 AYURVED—A SCIENCE OF HEALING

27.2.1 HISTORICAL OVERVIEW

The word “Ayurved” literally means “scripture for longevity”; it is derived from two Sanskrit root words—“ayu” (life) and “ved” (knowledge) (Joshi 1997). Ayurved was the main systematic institution of traditional medical practice for more than 5,000 years in ancient India (Lad 1985; Mishra, Singh, and Dagenais 2001). References to healing of human ailments can also be found in the older Indian texts Rig Ved and Atharva Ved, especially the latter, which describes diseases and their treatment (Narayanaswamy 1981); Ayurved is said to have originated from Atharv Ved. In ancient times, this knowledge was transmitted orally to succeeding generations; later, it was formally written into texts such as Charak Samhita by Charak (physician), Sushrut Samhita by Sushrut (father of Ayurvedic surgery), Ashtang Hridayam, and Bhavaprakash. Ayurved was classified as a complementary and alternative medicine (CAM) when the National Center for CAM (renamed as National Center for Complementary and Integrative Health or NCCIH) was formed in the United States; currently, NCCIH classifies it as one of the “Whole Systems”.

Ayurved is characterized by thousands of years of experiential observation and acceptance; the unique feature that distinguishes conventional medicine from Ayurved is its association with the comparatively recent inferential system of scientific inquiry. Ayurved existed at a time when the borders of the country went beyond those of the present India. It also spread to the neighboring countries through either the emissaries of King Ashok, a ruler of ancient India, or through traders journeying through different countries such as Egypt, Greece, China, Korea, and Japan; this is the reason that systems very similar to Ayurved can be found in countries like Japan, Tibet, Bhutan, Nepal, Myanmar, Thailand, Sri Lanka, and China. The Buddhist system of medical practice also documents basic concepts of symptom description and diagnostic and therapeutic approaches that are similar to those of Ayurved (Narayana and Lavekar 2005). Similarly, an influence of the Ayurvedic system can be seen in Tibetan medicine. With urbanization, some regional changes in the understanding and practice of Ayurved have been observed. In Sikkim, a state in north India,
the practice of traditional Ayurvedic medicine is reported mostly in rural areas. A paucity of interest in continuing with traditional medicine has also been observed among younger generations (Panda and Misra 2010).

27.2.2 UNDERSTANDING THE HUMAN BODY: AN AYURVEDIC PERSPECTIVE

Ayurved is based on the fundamental theory that the creation, of which a human body is a part, is a combination of, and interplay between, five elements or panch mahabhutas, namely, space, air, fire, water, and earth (Joshi 1997). The physical body has seven tissues or dhatus, namely, rasa (plasma), rakta (blood), mamsa (muscle), meda (fat), asthi (bone), majja (marrow), and shukra and artav (reproductive tissues) (Lad 1985). Beginning with rasa, the succeeding tissues are formed with the help of agni (fire) of the corresponding dhatu. The elements of panch mahabhutas are present in various combinations in a human body contributing to the three functional constitutions or prakriti types or three doshas: vata, pitta, and kapha (Dey and Pahwa 2014) or combinations of any of the three doshas. The combination of the three doshas changes with different stages of life and so does the prakriti or constitution.

Gunas or the qualities of prakriti include satva, rajas, and tamas indicating the “essence, movement, and inertia,” respectively (Lad 1985). A diseased constitution or prakriti is reflected in the imbalance of the doshas. In modern/conventional medicine, no such classification of the constitution exists, however, research suggests a possibility of association between a person’s prakriti type and genetics, based on human leucocyte antigen (HLA) typing (Bhushan, Kalpana, and Arvind 2005).

In Ayurved, determining the constitution of a person is the initial step in diagnosis, which subsequently guides treatment. Ayurvedic examination consists of assessment of qualities including physical characteristics of the body as well as the mental alertness, food craving, sleep habits, psychological status among others, and examination of the pulse. After determining a person’s dosha imbalance, correction of the diseased constitution can be achieved (Joshi 1997), the basic aim of therapy or cikitsa being to strengthen the host and to cure the disease (Chopra and Doiphode 2002).

27.2.3 CONCEPT OF HEALTH AND HEALING—AYURVED AND MODERN MEDICINE

The understanding of human existence according to modern science is a mere physical modality with various organ systems performing their respective functions. In contrast, according to Ayurved, the understanding of human existence is different: physical body (sarir) is habited by a soul (atma) and permeated by a vital force (prana), and this responds to the nature and environment around it as well as to whatever is perceived through the sense organs and the mental faculty. According to the system of Ayurved, each individual acquires a unique constitution at birth that is critical for his or her body’s responses to the environment, a concept that is somewhat similar to genetics and immunity according to conventional medicine.

The common feature of the two systems is the dependence on symptoms and physical signs to arrive at a diagnosis. Yet, the two systems differ on the considerations of the basic treatment approaches. The conventional system decides the treatment based on the physical qualities and laboratory and other tests, while the Ayurvedic treatment approach is based on perceiving and treating a whole person as an individual, which includes a consideration of physical, mental, and spiritual aspects of a person to determine the constitution and reach at a diagnosis. In other words, the Ayurvedic system of healing falls in the modern-day definition of “personalized medicine.” With the emergence of the field of complementary and integrative medicine, initial scientific research has begun to validate some of the Ayurvedic principles and approaches. For example, scientific research has shown that the state of mind influences the body processes: psychological distress has been shown to be associated with changes in body processes, including in the immune system (Kiecolt-Glaser et al. 1996).
However, several aspects of Ayurved cannot be verbalized and can only be intuitively discerned on a value-based system that is acquired through traditional training of the Ayurvedic physician or the Vaidya. Although with increasing inquiry into “ancient medicine,” scientific research could prove to be a way of bridging ancient with modern medicine, but there could be challenges in applying the modern scientific methods of inquiry to aspects of Ayurvedic medicine.

### 27.2.4 The Place of Nutrition in Healing

Ayurved embraces the concept of nutrition as one of the sources of healthy disease-free living. In a diseased condition, one of the primary approaches to health is through ahar or a sound diet. A person with one prakriti will be advised to not include certain food and lifestyle practices that might exacerbate a particular dosha. Thus, a dosha-specific diet is advised in order to restore and maintain a healthy and balanced constitution. In contrast, modern medicine started recognizing nutrition as a part of healing only in the twentieth century (Keusch 2003; Scrimshaw, Taylor, and Gordon 1959). For example, it was observed that the body’s resistance to infection was reduced in the presence of one or more nutritional deficiencies (Scrimshaw and SanGiovanni 1997). Examples of such a relation can still be seen in cases of greater morbidity and mortality observed in patients with nutritional deficiencies and in those suffering from diseases such as tuberculosis and human immune deficiency (Scrimshaw 2007).

### 27.2.5 Infections in the Ayurvedic Literature

Kayachikitṣa or internal medicine is one of the eight branches described in Ayurvedic texts (Subbarayappa 2001). Although the term “infection” does not find a place in Ayurvedic medicine, disease descriptions similar to conditions such as tuberculosis can be found in old texts. Reference to krimi or “minute organisms or insects” being one of the reasons for disease causation can be found in Rig Ṛg Ved and Atharv Ṛg Ved (Subbarayappa 2001); a mention of krimi causing yakṣma (tuberculosis) and its treatment can found in Atharv Ṛg Ved (Prasad 2002). There is also a description of ājirna (indigestion) in Ayurvedic literature; the details of this disease seem similar to that of cholera (Prasad 2005). Furthermore, evidence of infection control related to wound healing has also been found in the ancient texts. Sushrut wrote about the classification of wounds and their treatment, which consisted of either polyherbal application or herbs for internal administration (Bhat et al. 2014; Sushrut 1995).

### 27.3 Modern Research and Applications of Ayurved in Infections

#### 27.3.1 Overview

The basic premise of Ayurved is that the mere presence of microbes in or on the body is not enough to result in infection; the state of the human body is such that it allows for their growth and multiplication. Therefore, the Ayurvedic therapeutic approach strives to create a balanced constitution that is in favor of strengthening the host body rather than killing the microbes. Although no detailed description of (micro)organisms, immunologic processes, or specific antibacterial, antifungal, antiviral, or antiparasitic agents are found in the Ayurvedic texts, the approach worked as a successful healing modality in ancient India. Current Ayurvedic practitioners treating cancer patients have reported that they focus on improving digestion, metabolism, balance, and mental health; reducing toxins; and rejuvenation (Dhruva et al. 2014). Attempts have been made to analyze Ayurved within the framework of modern modes of scientific inquiry. The dosha classification represents the mind-body type of the person, and their relation to their biologic characteristics have been shown in a few studies involving enzymes and HLA DRB1 types (Patwardhan and Bodeker...
2008). On the other hand, the basis of modern conventional medicine and therapeutics lies in the evidence shown in the form of measurable changes in different levels of physical processes/functions in the human body and, in the context of infection, the associated organism. Yet, its limitations have been revealed through drug resistance and the emergence of superinfections. The inability of modern medicine to control some known common pathogens and the emergence of newer or previously dormant organisms, such as *Staphylococcus aureus*, *Escherichia coli*, and *Pseudomonas aeruginosa*, warrants that the scientific community search for better options. Driven by the ease of self-care options of nonprescription traditional methods/medications/herbs used by some patients who cannot find satisfactory treatment for their chronic disease conditions, empirical evidence of possible efficacy of some nonconventional treatments including Ayurved has been reported in the literature from time to time. This has stimulated greater interest in nonconventional modes of treatment. Some studies of Ayurvedic herbs or mixtures, mostly preclinical, have shown promising results in common infections.

### 27.3.2 Ayurved and Bacterial and Fungal Infections

Study of a broad range of Indian plants used as a part of Ayurvedic treatment has produced evidence of their efficacy against several bacteria, including *Staphylococcus aureus*, *Staphylococcus epidermidis*, *Escherichia coli*, *Klebsiella pneumoniae*, *Pseudomonas aeruginosa*, *Streptococcus faecalis*, *Candida albicans*, and *Aspergillus niger* (Kumar et al. 2006). Currently, evidence of the possible effectiveness of a wide variety of plant species against *Mycobacterium tuberculosis* has been reported (Gautam, Saklani, and Jachak 2007). Researchers have also examined the efficacy of several Ayurvedic preparations such as *Chandraprabha vati* in urinary tract infections in mice (Christa et al. 2013). In addition to antibacterial effects, *Allium cepa* and *Allium sativum* (garlic juice) have been shown to be effective against some fungi (Srinivasan et al. 2001).

### 27.3.3 Ayurved and Parasitic Infections

Following unsuccessful attempts at eradicating malaria, a major part of the world population is facing a challenge. Discovery of any effective antimalarial would benefit those populations. In a study of effects of *kutaja* and *neem* in plasmodium-infested mice, the antiplasmodial effect was observed to be similar to that of chloroquine (Priyanka, Hingorani, and Nilima 2013). Patients with other parasitic infestations could also find a treatment or cure through Ayurvedic herbs or preparations as suggested by the results from recent research with *Desmodium gangeticum* (Singh et al. 2005) and *Tinospora sinensis* in visceral Leishmaniasis (Singh et al. 2008).

### 27.3.4 Ayurved and Viral Infections

Initial results from the study of *Azadirachta indica* or *neem* suggest possible effects against HSV-1 (Tiwari et al. 2010) and the polio virus, where the *neem* polysaccharides showed inhibitory effects when introduced with the polio virus but not when introduced after the virus (Faccin-Galhardi et al. 2012).

### 27.4 Common Ayurvedic Herbs and Preparations for Possible Use in Infections

#### 27.4.1 General Considerations

Ayurvedic treatment with herbs could involve administration of a single herb or of a mixture or decoction of multiple herbs; this is usually decided by the *Vaidya* depending on their efficacy in various conditions such as diarrhea, dysentery, abdominal pain, constipation, or infections (Sandhya
et al. 2006; Tariq et al. 2015). Scientific evidence of the effects of Ayurvedic preparations in treating infections comes from research studies. One such example is the inhibition of tumor necrosis factor-alpha and nitric oxide production by lipopolysaccharide-stimulated RAW 264.7 mouse macrophages by a mixture of *Withania somnifera*, *Boswellia serrata*, *Zingiber officinale*, and *Curcuma longa*; similar beneficial effects were also observed in artificially induced arthritis in rats (Dey et al. 2014).

All traditional medicines are best dispensed by an expert knowledgeable in indigenous practices. Heavy metals such as mercury are known components of some Ayurvedic medicine preparations. An example of safety of Ayurvedic medicine has been reported in a study of mercury-containing *Sidh Makardhwaj*, a preparation used in rheumatoid arthritis and some neurologic disorders, where no toxic effects were reported on rat brain (Kumar et al. 2014). In the current culture of unregulated use of herbs including Ayurvedic medicines, the risk of deleterious side effects is always a possibility. However, treatment taken under the guidance of an experienced *Vaidya* could prevent development of toxicity.

### 27.4.2 Neem

*Neem* (*Azadirachta indica*), a commonly used herb in Ayurvedic practice, is known for its effectiveness in a wide range of conditions. The leaves are most often used, although the *neem* tree has yielded more than 140 biologically active compounds (Subapriya and Nagini 2005). *Neem* has been reported to have antibacterial (Nair, Kalariya, and Chanda 2007), antiplasmodial (with *kutaja*), (Priyanka, Hingorani, and Nilima 2013), antifungal (Khan et al. 1988), and antiviral (Subapriya and Nagini 2005) properties.

### 27.4.3 Tulsi

*Tulsi* (*Ocimum sanctum*) or “holy basil,” a shrub, is known in Ayurved as the “elixir of life” (Rastogi et al. 2015). It is traditionally grown and used in religious rituals in Hindu homes. Rich in essential oils, different parts of the plant are used in various disease conditions. It has antibacterial properties (Nair, Kalariya, and Chanda 2007) and traditionally finds use in treatment of upper respiratory infections, earaches, fungal infections, and gastric conditions.

### 27.4.4 Turmeric

Turmeric (*Curcuma longa*), a rhizome, is widely used in Ayurvedic practice. It is a commonly used spice in Indian cooking. Its active biologic derivative, curcumin, has been shown to have anti-inflammatory effects (Aggarwal 2010; Deguchi 2015). Studies have shown evidence of its benefits in infection with HIV-1, HSV-2 (Ferreira et al. 2015), *Helicobacter pylori* (Santos et al. 2015), *Klebsiella pneumoniae* (Bansal and Chhibber 2014), cervical human papilloma virus (Basu et al. 2013), and hepatitis C virus (Anggakusuma et al. 2014). Effects of another derivative of curcumin have been reported in HIV-1 infection in cultured lymphoblastoid and peripheral blood mononuclear cells (Kumari et al. 2015).

### 27.4.5 Withania somnifera

*W. somnifera Dunal*, belonging to family *Solanaceae*, is also known as *Ashwagandha*. It has been used for a wide range of conditions in Ayurvedic practice as well as by the indigenous populations of South Asian countries. Extracts of its root and leaves are used for treatment purposes. *W. somnifera* has been shown to have antimicrobial effects against methicillin-resistant *Staphylococcus*
27.4.6 **Rasayan**

*Rasayan* involves a systematic approach toward rejuvenation that reinforces the effects of *Panchakarma*. It is a specialized process of methodical administration of drugs that improve metabolism and immunity, and strengthen the body. During the period of *Rasayan* therapy the subject follows a specialized diet and conduct after undergoing the process of *Panchakarma* (Govindarajan, Vijayakumar, and Pushpangadan 2005). Preliminary results of trials of two different *Rasayan*, *Shilajatu Rasayana* (Gupta et al. 2010) and *Ranahamsa Rasayanaya* (Somarathna et al. 2010), in patients with HIV infection have shown encouraging results in terms of increase in the mean CD4+ T-cell count.

27.4.7 **Ayurved and Wound Healing**

Plant-based natural products have been safely used in the past for wound care (Sivamani et al. 2012). According to Ayurvedic texts, honey was used as a means of wound dressing to clean wounds and promote healing (Pecanac et al. 2013). Application of *Panchavalkala*, a preparation made from parts of five trees, has been described in *Sushrut Samhita* (Sushrut 1995); a study of the same has shown a statistically significant reduction in pain, swelling, redness, and tenderness, as well as the microbial load in chronic infected wounds of fifty patients (Bhat et al. 2014). Similarly, an ethanol extract of an *Albizzia lebeck* root, used by Ayurvedic practitioners, has demonstrated wound-healing properties (Joshi et al. 2013).

27.4.8 **Ayurved and Other Infections**

A few other examples of research of Ayurvedic medicine in common infections are conjunctivitis (Sharma and Singh 2002) and dental health (Subapriya and Nagini 2005; Telles, Naveen, and Balkrishna 2009). Texts of Ayurved also spell out the type of sticks to use for dental health based on the type of *dosha*—bittersweet for *vatadosha*, bitter for *pitta dosha*, and pungent for *kapha dosha* (Telles, Naveen, and Balkrishna 2009). Oil pulling using different oils or chewing different sticks has been mentioned in old texts for the treatment of gum conditions and plaque formation (Singh and Purohit 2011). Such practices have not been validated, yet this Ayurvedic approach is still followed by a substantial portion of the Indian population (Sharma et al. 2007). A study of a rejuvenating mixture, *Indukantha Ghritha*, reported it to be beneficial in recurrent upper respiratory infections (Nesari et al. 2004; Radhakrishnan et al. 2014).

27.5 **Conclusion and Perspectives**

Ayurved has a promising role to play in addressing disease conditions, specifically infections. In a review of new therapeutic agents, it was found that about 50% of the approved new active substances in 2010 were of a natural origin (Newman and Cragg 2012). Although there have been attempts to determine the active component in a plant source, isolating the active molecule or the chemical effective against an organism or receptor and using it to treat a disease condition cannot replace the holistic approach of Ayurvedic treatment. This is because the original Ayurvedic approach involves improving the other faculties of health along with the physical constitution; this removes the imbalance of the elements of the body, a substrate used by the invading organisms to thrive. Continuing
to follow the conventional model of drug discovery through isolation of the active components from
the agents/herbs used traditionally in Ayurved, and administering those isolates in specific condi-
tions such as infections and avoiding/ignoring the traditional holistic-approach of Ayurved could
potentially meet the same fate as the modern drugs; these could include drug resistance and a range
of unwanted side effects.
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28.1 INTRODUCTION

Nutrition of the mother before and during pregnancy has an impact on the growth and development of her child and exposure to maternal infection, and treatment has been associated with pregnancy outcome and child development. Both maternal nutrition and maternal human immunodeficiency virus (HIV) infection and its treatment could affect the immune development of the fetus and young infant, and as such set the child on a suboptimal path along the life course. Maternal malnutrition at a population level is a significant public health problem in India while HIV infection is especially prevalent in sub-Saharan Africa. In this chapter we present a discussion of these two global regions as case studies to highlight the impact of maternal nutrition and infection, particularly with HIV, on infant development and health.

28.2 NUTRITIONAL STATUS AMONG INDIAN WOMEN

Data from the National Family Health Survey (NFHS) (2006) show that there is variability within India in the proportion of women who are either chronically undernourished (BMI < 18.5 kg/m²) or overweight (BMI > 25 kg/m²) (International Institute for Population Sciences 2007). Estimates at the State level range from 11.2% in Sikkim to 45.1% in Bihar for underweight and from 4.6% in Bihar to 29.9% in Punjab for overweight. The double burden of under- and overnutrition within States is a public health problem (Figure 28.1). BMI is an indicator of overall energy intake, but sufficient micro- as well as macronutrients are required for optimal pregnancy outcomes and fetal development. Women may be normal or overweight but still be malnourished in terms of micronutrient balance. This phenomenon has been termed “hidden hunger.” The prevalence of various
Poor Maternal Nutritional Status or HIV Infection and Infant Outcomes

micronutrient deficiencies has been studied differentially. Toward the end of the twentieth-century deficiencies of iron, vitamin A and iodine were of principal concern and most closely studied. Data on specific micronutrient deficiencies (vitamin A and iron) are available in the Vitamin and Mineral Nutrition Information System (VMNIS) database collated by WHO (http://www.who.int/vmnis/database/en/). The most recent Indian data for vitamin A deficiency in young women are presented in Table 28.1. These data show that up to a third of women in India may be vitamin A deficient according to serum concentration measurements. The majority of studies, especially those with larger numbers of participants, used data on clinical signs of deficiency and based on these data it appears that the prevalence of vitamin A deficiency did not decline in India between 1998 and 2003. Vitamin A deficiency is associated with night blindness and this condition is more likely to affect women during pregnancy. Night-blind women tend to have babies of lower birthweight and with increased risk of mortality but interventions to increase retinol intake have not, to date, shown significant effects on these outcomes (Black et al. 2013).

### 28.3 MOTHER’S DIET IN PREGNANCY AND INFANT OUTCOMES

It is widely accepted that adequate maternal nutrition is required for optimal development of the fetus and a healthy infancy. Several intervention studies and systematic reviews largely based in low- and middle-income countries have assessed the effect of supplementing women during

---

**TABLE 28.1**

<table>
<thead>
<tr>
<th>Date of Study</th>
<th>Sample Size</th>
<th>Current Night Blindness</th>
<th>Previous Night Blindness</th>
<th>Bitot’s Spots</th>
<th>Serum or Plasma Retinol Concentration (μmol/L) Prevalence* (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>&lt;0.35</td>
<td>&lt;0.70</td>
<td>&lt;1.05</td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>151 (P)</td>
<td>15.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2003</td>
<td>300 (P)</td>
<td>–</td>
<td>–</td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>2003</td>
<td>220 (NP)</td>
<td>7.0</td>
<td>35.0</td>
<td>5.0</td>
<td>–</td>
</tr>
<tr>
<td>2002</td>
<td>736 (P)</td>
<td>2.9</td>
<td>–</td>
<td></td>
<td>3.5</td>
</tr>
<tr>
<td>2002</td>
<td>1506 (NP)</td>
<td>–</td>
<td>1.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2001–2002</td>
<td>129 (P)</td>
<td>–</td>
<td>–</td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>2000</td>
<td>1130 (P)</td>
<td>3.21–15.86</td>
<td>–</td>
<td></td>
<td>–</td>
</tr>
<tr>
<td>2000</td>
<td>299 (NP)</td>
<td>–</td>
<td>18.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1999–2000</td>
<td>NS (P)</td>
<td>5.2</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1998–2001</td>
<td>5833 (P)</td>
<td>5.5</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1998–2001</td>
<td>5786 (P)</td>
<td>6.1</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1998–1999</td>
<td>32393 (P&amp;NP)</td>
<td>–</td>
<td>12.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1998–1999</td>
<td>300 (P)</td>
<td>–</td>
<td>–</td>
<td></td>
<td>4.0</td>
</tr>
</tbody>
</table>

Source: Adapted from the WHO Vitamin and Mineral Nutrition Information System database (World Health Organisation 2012).

P: pregnant; NP: nonpregnant; NS, not stated.

* Night blindness experienced at time of assessment.

b Night blindness experienced at any time prior to assessment.

c Keratin deposits located superficially in the conjunctiva of the eye; a sign of vitamin A deficiency.

* WHO deficiency cutoff = 0.7 μmol/L.
pregnancy with specific or multiple nutrients on offspring nutritional status. We present a summary of these studies. Secondly, we present data suggesting that a large proportion of Indian women of reproductive age have suboptimal nutritional status and low intakes of micronutrient-rich foods.

Data at the national and State level cannot always discriminate between urban and rural dwelling populations. Furthermore, it is clear that there are limitations to smaller studies in terms of generalizability, and the majority of studies in which more detailed measurement of biochemical indicators of nutritional status are collected are small due to the costs required. Serum retinol concentrations have been described as the most acceptable measure of vitamin A status (Sommer and Davidson 2002); however, there are more data available on the prevalence of xerophthalmia (a late and irreversible consequence of vitamin A deficiency). Estimates of night blindness among young Indian women range from 1.5%–35%. Of the four studies in which serum retinol has been measured, two found that approximately one third of women were deficient, with a concentration below the WHO cutoff (0.7 μmol/L).

According to NFHS data (International Institute for Population Sciences 2007), the prevalence of anemia among pregnant and nonpregnant women nationwide in India was more than 50% in 2005–2006 in both urban and rural settings (Table 28.2). Of those affected, approximately 39% had mild anemia (Hb, 10–12 g/dL, 10–11 g/dL in pregnancy), 15% had moderate anemia (Hb 7–9.9 g/dL), and 2% severe anemia (Hb <7 g/dL). Anemia is associated with increased maternal mortality risk and with adverse birth outcomes including low birth weight (Black et al. 2013).

In the state of Maharashtra the total prevalence of anemia was lower in nonpregnant and higher in pregnant women when compared with the national prevalence (Arnold et al. 2009). Interestingly, the prevalence among urban-dwelling pregnant women was greater than among rural pregnant women, which was not the case in India as a whole. Although it is not clear as to why this would be the case, there is a possibility that in Maharashtra there has been a more focused attempt to ensure that pregnant women receive and consume iron-folic acid tablets in rural areas than in the populous urban slums. Women who had spent more time in education were less likely to be anemic in all settings.

When NFHS data from 2005–2006 (International Institute for Population Sciences 2007) were compared with those from a previous national survey (1998–1999) (International Institute for Population Sciences 2000), there was a small increase in the prevalence of anemia over time among both pregnant and nonpregnant women. There was a change to the way the respondents were selected between the two surveys, which may go some way to explaining this. For the 1998–1999 survey only married women were recruited to participate, while in the 2005–2006 survey married and nonmarried women participated. It is possible that there was a greater prevalence of anemia among

| TABLE 28.2 |
| Prevalence of Anemia among Pregnant and Nonpregnant Women by Residency and Education; Country Level Compared with Maharashtra State |

<table>
<thead>
<tr>
<th></th>
<th>Prevalence of Anemia 2005–2006 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>By Setting</td>
</tr>
<tr>
<td></td>
<td>Urban</td>
</tr>
<tr>
<td>All India</td>
<td></td>
</tr>
<tr>
<td>Nonpregnant</td>
<td>51.5</td>
</tr>
<tr>
<td>Pregnant women</td>
<td>54.6</td>
</tr>
<tr>
<td>Maharashtra</td>
<td></td>
</tr>
<tr>
<td>Nonpregnant</td>
<td>46.6</td>
</tr>
<tr>
<td>Pregnant women</td>
<td>60.1</td>
</tr>
</tbody>
</table>
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nonmarried women. There have been calls for research aimed at assessing the micronutrient status of Indian women and the relationship between deficiencies and birth outcomes (Gopalan 2002; Singh, Reddy, and Prabhakaran 2011).

28.3.1 Dietary Intakes of Indian Women

Studies investigating the diets of women of reproductive age living in India have tended to focus on tribal women and those living in rural areas (Agrahar-Murugkar and Pal 2004; Andersen et al. 2003; Mittal and Srivastava 2006; Schmid et al. 2006). This is reflective of poverty and health indicators in rural versus urban areas with greater need perceived in rural areas. Detailed food frequency questionnaires (FFQs) were administered and nutrient composition tables were used to calculate micronutrient intakes. All these studies found that the women were chronically energy deficient and the majority had intakes associated with deficiencies in at least one micronutrient.

Quantitative dietary intake data collected from women living in urban slums indicates very low intake of fruit and vegetables in this population (Anand et al. 2007; Yadav and Krishnan 2008). Anand et al. (2007) found that the mean number of servings per day of fruit and vegetables was only 2.2 among women, with only 5.4% of women consuming the recommended five servings per day.

It is important to consider that intake of nutrient-rich foods may not always lead to improvements in nutritional status; infection (Katona and Katona-Apte 2008) or poor absorption due to antinutrients in the diet (Gibson, Perlas, and Hotz 2006; Gillooly et al. 1983) may interfere with optimal use of nutrients. An example pertinent to India is the inhibitory effect of polyphenols in tea and phytates in cereals on the absorption of nonheme iron from vegetarian foods (Thankachan et al. 2008).

During the pilot phase of the Mumbai Maternal Nutrition Project (a randomized controlled trial of a food-based intervention), a 91-item FFQ was administered to women aged 16–40 years living in a slum area (n = 1651). The data showed that a quarter of the women consumed micronutrient-rich foods including fruit and green leafy vegetables less often than three times per week. Fewer than 50% consumed at least one portion of fruit per day, and only 30% of women ate green leafy vegetables at least once per day. Apart from small quantities in tea, median consumption of milk and milk products was less frequent than twice per week. There was some seasonal variation in intakes of fruit and green leafy vegetables, with the lowest intakes occurring in June and July (the beginning of the wet season) (Chopra et al. 2012).

28.3.2 Maternal Nutrition and Offspring Development

The Institute of Nutrition of Central America and Panama (INCAP) trial was set up in rural Guatemala in 1969 to determine whether increasing protein intake in early life would improve children’s mental development (Stein et al. 2008). Several other outcomes including child mortality and growth were also studied. Two pairs of villages were randomized to receive either an intervention drink (atole) or a control drink (fresco); in addition both villages received a health care intervention program. The atole contained 11.5 g of protein, 163 kcal per 180 ml cup and was rich in several micronutrients. The fresco contained no protein, 59 kcal per 180 ml cup and micronutrients were added to the drink such that the concentrations were similar to that of atole. The drinks were freely available to all villagers as per randomization and consumption was recorded for all pregnant women and children younger than 7 years of age, but it was not possible to distinguish between supplementation during pregnancy and in childhood. The village-level infant mortality rate in the atole group was 60/1000 live births compared with 91/1000 in the fresco villages and 113/1000 in villages that did not receive any intervention (Rose, Martorell, and Rivera 1992). There was no significant difference in mean birthweight of children born in the atole versus the fresco villages (Martorell 1995). However there was an effect on children’s length at 3 years, with those from the atole villages growing 2.5 cm longer on average (Ruel et al. 1993). The authors point out that the effect of the protein-rich supplement may have been underestimated compared with a scenario in which the drinks would have been given in the absence of the health care intervention (Martorell 1995).
It is important to take into account seasonality when designing an intervention study. A trial in the Gambia studied the effect on birth weight of maternal intake of a protein-rich groundnut biscuit during the last 20 weeks of pregnancy. Women were recruited all year round to the trial. In the Gambia there is a dry (November–June) and a wet (July–October) season; the wet season is also known as the “hungry season,” as this is when availability of staple foods is reduced. The control group received no intervention during pregnancy but were given the supplement postnatally, during lactation. The results demonstrated a mean increase in birthweight of 136 g in the intervention group, but there was considerable variability in the difference, with the supplements having the greatest effect on children born following the “hungry season” (Ceesay et al. 1997). Such differences may not be seen in settings where fluctuations in food supply are less common.

The likelihood of a child achieving their genetic potential is highly dependent on the nutritional status of their mother before and during pregnancy and evidence indicates that it may also be dependent on the nutritional status of the child’s grandmother (Emanuel, Kimpo, and Moceri 2004). There is a common cycle in India and other low and middle income countries whereby a woman who is born small gives birth to a small baby who is then more likely to be stunted as a child and adult, and herself give birth to a small baby (Scott, Campbell, and Davies 2007). Therefore, young women and those of reproductive age are a group that merit particular attention when designing interventions to reduce the prevalence of undernutrition.

Low birth weight (LBW) is defined as a birth weight of less than 2.5 kg. A meta-analysis of birthweight and neonatal mortality data from India, Pakistan, Nepal, and Brazil published in 2008 calculated that babies born at term and with a birthweight of 1.5 kg–1.99 kg and 2 kg–2.49 kg were respectively eight and three times more likely to die in the neonatal period than those weighing ≥ 2.5 kg (Black et al. 2008). In addition to this there is evidence from a systematic review of studies in India that LBW is associated with a greater risk of neonatal and infant death (Lahariya et al. 2010). Those infants that survive are more likely to be stunted as children and adults and give birth to LBW babies themselves (Scott, Campbell, and Davies 2007). In addition to physical size, birthweight in low and middle income countries was positively associated with formation of human capital highlighting the “vicious cycle” of intergenerational effects of LBW (Victora et al. 2008).

### 28.3.3 Infant Nutritional Status

A review by Kramer (Kramer 1987) in the late 1980s focused on randomized controlled trials that assessed the effect of supplementing women’s diets during pregnancy on infant birthweight. The review concluded that there was little evidence to suggest that maternal intake of any one particular nutrient had an effect on development of the fetus in terms of birthweight or duration of gestation. Similarly, a more recent small case control study in China found that preconceptional vitamin B status was not associated with LBW or small-for-gestational age (SGA) status (Ronenberg et al. 2002). It is perhaps unsurprising that this reductionist approach, focusing on single nutrients, has yielded few positive results. It is more conceivable that the intake of a range of vitamins, minerals, and other compounds in foods, and the interactions among them, are required for optimal fetal development (Gluckman and Hanson 2005). An observational study in Nepal found that among pregnant Bhutanese refugees who received food rations, birthweight increased by 116 g and LBW fell from 16% to 8% between 1996 and 1998. The authors concluded that the improvement was due to enhanced diet quality (Shrimpton et al. 2009).

The majority of intervention trials that have investigated the association between micronutrient intake during pregnancy and offspring birthweight have supplemented women’s diets with single or multiple micronutrient tablets. A meta-analysis of 12 randomized controlled trials from 10 low income countries was conducted in 2009 (Margetts et al. 2009). Nine of the studies used the United Nations Multiple Micronutrient Preparation (UNIMMAP), which contains one dose of the Recommended Daily Allowance (RDA) of 15 micronutrients (iron, zinc, copper, selenium, iodine, vitamin
A, vitamin B1, vitamin B2, folic acid, niacin, vitamin B6, vitamin B12, vitamin C, vitamin D, and vitamin E); the remaining three studies used a supplement with a similar composition and all contained at least 13 micronutrients. In most studies the control group took iron (60 mg) and folic acid (400 μg) supplements as these were given to women routinely during pregnancy. Women typically started taking the supplements in the first trimester, but in two of the trials, supplementation started in the second or third trimesters. The outcomes investigated included birthweight, proportion of children born SGA, gestational duration, and incidence of preterm deliveries. After adjustment for infant sex, maternal age, weight, parity, and education, there was a small difference in the mean birthweight between control and intervention groups of 22.4 g; the range was 4.9–75 g. There was also a reduction in the prevalence of LBW of about 10% (pooled OR = 0.89 [95% CI, 0.81 to 0.97]; \( p = .01 \)). There was an interaction effect with group allocation of maternal BMI in three of the studies and in the pooled analysis, birthweight was 39 g higher in infants born to mothers with a BMI > 20 kg/m², compared with a negative effect in women with BMI < 20 kg/m², for whom mean birthweight was 6 g lower than the control group. No effects on birth length were observed, nor on duration of gestation or preterm delivery.

As pointed out in the review, an important question is whether the increase in birthweight translates to any developmental benefits for the children (Fall et al. 2009). A follow–up study of one of the Nepali trials in this meta-analysis found that children of mothers who were supplemented with the UNIMMAP were approximately 200 g heavier at 2.5 years than those born to control mothers. Head, mid-upper arm, chest, and hip circumferences, as well as triceps skinfolds, were larger in the intervention children. The differences were modest but statistically significant. There was no difference in mean height, waist circumference, or waist-hip ratio. An explanation put forward by the authors for the modest effect of the intervention was that the iron content of the control supplements was 30 mg higher than that of the UNIMMAP. If the control supplements had contained the same amount of iron as the UNIMMAP, a greater effect may have been observed. They also questioned whether the difference in body weight between the two groups was as a result of increased fetal supply of micronutrients leading to increased lean body mass, or due to greater adiposity as was suggested by the larger triceps skinfold measurements (Vaidya et al. 2008). In the Pune Maternal Nutrition Study (an observational study conducted in a rural area outside the city of Pune), low maternal vitamin B₁₂ status as indicated by plasma homocysteine concentrations was associated with LBW after controlling for offspring gender, maternal height, weight, and gestational age (Yajnik et al. 2005). In a randomised trial in Mumbai (Potdar et al. 2014), nonpregnant women (n = 6513) were recruited and given a daily micronutrient-rich snack containing green leafy vegetables, fruit, and milk before and during pregnancy. The control group received a snack containing foods of low micronutrient content such as tapioca and potato. Of those recruited, 1962 delivered live singletons and 1360 neonates were measured within 72 hours of birth.

Overall there was no effect on birthweight but per-protocol and subgroup analyses showed a 79-113g difference between groups if the mother was supplemented at least 3 months before conception and was not underweight.

Maternal nutritional status is likely to affect risk of both maternal and infant infection. Women with inadequate macro- or micronutrient intakes are likely to have depressed immune systems and therefore be more susceptible to infection as well as less able to achieve a rapid immune response. Pregnancy is likely to compromise the situation further. The effect of poor maternal nutritional status on infection risk among infants may act via several pathways. Women with poor nutritional status are likely to achieve suboptimal weight gain in pregnancy leading to risk of low birth weight. Babies of lower birth weight have a higher risk of infection. In addition it is likely that maternal nutritional adequacy is necessary for the development of fetal organs and systems required for optimal immune function. Lastly, maternal undernutrition during lactation will affect the quality of breast milk, which may lead to poor micronutrient status of the breastfed infant, impairing immune maturation, and increasing risk of infection.
28.4 THE INFLUENCE OF MATERNAL HIV INFECTION ON INFANT OUTCOMES

HIV infection in the pregnant woman affects pregnancy outcome: in the absence of any interventions, the risk of adverse pregnancy outcomes including stillbirth, miscarriage (Rollins et al. 2007), and SGA infants is increased in HIV-infected women compared with age-matched uninfected women. In a cohort study in which HIV-infected and uninfected pregnant women were enrolled between 2001 and 2004 (before ART availability) in rural South Africa, the prevalence of preterm deliveries was 21.4% while that of SGA was 16.6%, with limited overlap between the two, and maternal HIV infection was associated with a 1.2-fold increased risk of SGA birth (Ndirangu et al. 2012). This significant association was maintained after controlling for water source, delivery place, parity, and maternal height, factors associated with SGA in other studies. However, maternal HIV infection was not significantly associated with preterm delivery before or after adjusting for other confounders. SGA infants were at significantly increased risk of infant mortality compared with those appropriate-for-gestational age (AGA), for both HIV-exposed and unexposed infants, but there was no difference in mortality between the term and preterm births. The risk increased with severity of growth restriction, such that severely growth-restricted infants had a threefold significantly increased risk of death before and after adjusting for other confounders. A plausible mechanism for this may be the increased postnatal morbidity rates. It has been reported that SGA infants are at higher risk of micronutrient deficiency including zinc, which will adversely affect their growth and increase their susceptibility to infections (Duggan 2014; Krebs, Miller, and Hambidge 2014).

In an African cohort of children of HIV-infected women compared to the reference population of infants born to HIV-uninfected women from the same setting, growth of HIV-exposed but uninfected children was as good as that of the reference population. The authors postulated that exclusive breastfeeding for 6 months, which was supported by lay-health workers during home visits, may compensate for vulnerabilities experienced by HIV-exposed, uninfected children (Patel et al. 2010).

Mother-to-child transmission of HIV is the dominant route of acquisition for the child. This can occur during pregnancy, delivery, or breastfeeding, and in settings where breastfeeding is common and prolonged, mother-to-child transmission rates at 18 months can be as high as 35% or more. In recognition of the substantial risk of transmission through breastfeeding, until 2010 WHO recommendations included advice to refrain from breastfeeding where this was safe and affordable and acceptable, or to limit the duration of breastfeeding to 6 months of exclusive breastfeeding. This measure reduced, but did not eliminate the risk (Coovadia et al. 2007). The 2010, 2012, and 2013 WHO recommendations relating to the prevention of mother-to-child transmission recommend the use of antiretroviral drugs from early pregnancy throughout the breastfeeding period; following these changes in guidelines based on new evidence from several large randomized trials, in most settings HIV-infected women are now encouraged to breastfeed, but under the cover of antiretroviral therapy.

HIV-exposed, uninfected children have been reported to be at increased risk of infectious disease morbidity and possibly reduced growth, although methodological issues hinder precise quantification and understanding of this risk. Most of the available evidence predates the widespread availability of antiretroviral treatment to prevent mother-to-child transmission and delay HIV disease progression in the mother, and would have been conducted with limited breastfeeding duration (Fischer Walker et al. 2012, Koyanagi et al. 2011, Muhangi et al. 2013, Rudan et al. 2008).

In a Ugandan study comparing 1380 HIV-unexposed children and 122 HIV-exposed but uninfected children (Muhangi et al. 2013), early weaning was associated with stunting and underweight, while maternal HIV was associated with underweight but not stunting or wasting. In a prevention of mother-to-child transmission (PMTCT) trial in Malawi, morbidity rates in HIV-exposed but uninfected children (overall, pneumonia, diarrhea, by age in the first 48 weeks of life) were lower during breastfeeding (Kourtis et al. 2013). In a study in Tanzania, acute respiratory infection in HIV-exposed but uninfected children was associated with underweight, wasting but not stunting, birthweight, and maternal HIV staging (Mwiru et al. 2013); breastfeeding was protective in the first year of life, halving the incidence of acute respiratory infections. In a study from India,
shorter duration of breastfeeding and abrupt weaning were associated with diarrhea; stunting by 6 months of life was found to be more common in HIV-exposed but uninfected infants than in the general population (Singh et al. 2011). In Abidjan, Ivory Coast, both diarrhea and acute respiratory infections were significantly less common in breastfed infants than in formula-fed infants, but malnutrition was equally common in both groups (Becquet et al. 2007). It should be noted that none of these studies examined the impact of maternal nutritional status on the outcomes assessed.

Optimal feeding practices with support for exclusive breastfeeding for 6 months minimized the effect of being born to an HIV-infected mother in rural KwaZulu-Natal, South Africa, with reduced diarrhea episodes in exclusively breastfed infants (Rollins et al. 2013). In Botswana, discontinuation of breastfeeding was the strongest predictor of illness in the infant (Shapiro et al. 2007); this was also the case in the SWEN study in India where shorter duration of breastfeeding and abrupt weaning were associated with serious diarrhea morbidity (Singh et al. 2011).

Overall, these studies provide evidence of reduced diarrhea episodes, fewer acute respiratory infections and incidents of malaria, and improved growth associated with breastfeeding. This was further confirmed in a recent systematic review (Zunza et al. 2013) which summarized the evidence that breastfeeding is protective against diarrhea in early life, and that the effect on diarrhea and respiratory infections carries through to 2 years of age. The evidence regarding protection against malnutrition is less strong, but still suggestive. There was no evidence of statistically significant differences in the rates of non-HIV infections or malnutrition between breastfed infants by duration of ART prophylaxis for the prevention of mother-to-child transmission of HIV.

Cames et al. showed that in 68 nonbreastfed HIV-exposed but uninfected infants between the ages of 6 and 11 months, energy uptake was low despite free access to infant food aid; these findings support the WHO guidelines recommending prolonged breastfeeding under the cover of ART (Cames et al. 2011). Goga et al. present results from a prospective study on infant feeding practices at routine PMTCT sites in South Africa covering ages from birth to 9 months (Goga et al. 2012). Although feeding practices were poor among both infected and uninfected mothers, HIV-positive mothers were more likely to practice safer infant feeding than uninfected mothers.

Concerns have been expressed about whether breastfeeding would affect HIV disease progression in the mother, especially when she is not currently on ART; HIV-infected women, particularly exclusive breastfeeders, could be expected to have lower postpartum weight gain than uninfected women. The effect of chronic HIV stress may trigger lactation energy sparing, including basal metabolic rate changes, caloric intake, physical activity, or tissue store mobilization. However, in a study of breastfeeding ART-naive women, HIV-infected women initially had less weight loss in the first year postpartum than HIV-uninfected women, but both groups experienced similar marginal weight loss by 24 months; further, weight change by 24 months was not associated with breastfeeding modality in the first 5 months after adjusting for sociodemographic, pregnancy, and infant-related factors. In contrast, in Kenya, HIV-infected breastfeeding women experienced more weight loss than formula-feeders from the earliest postnatal visit through 5 to 9 months (Ndutu et al. 2001). In Zambia, more women gained than lost weight between 4 and 24 months postpartum, but longer duration breastfeeding was associated with less weight gain (Murnane et al. 2010).

The Kesho Bora trial, carried out in South Africa, Kenya, and Burkina Faso, to evaluate the use of ART during breastfeeding to prevent postnatal transmission of HIV infection, reported morbidity in the infant overall differed only slightly by breastfeeding status in the first 6 months of life, but nonbreastfeeding at any point in early life was associated with significantly increased risk of serious infectious morbidity in HIV-exposed, uninfected infants (Bork et al. 2014). In an earlier paper from the same study, nonbreastfeeding children had a sevenfold increased mortality risk in the first 18 months of life compared with breastfeeding children, with the difference mostly related to lack of breastfeeding in the first 6 months of life (Cournil et al. 2013).

With the current WHO guidelines recommending ART for the prevention of mother-to-child transmission of HIV for all HIV-infected pregnant women irrespective of their HIV disease progression, an increasing number of HIV infected women will now breastfeed. However, there is little
data on the nutritional status of her infant under the cover of ART, which then highlights the issue that in public health terms one needs to look at the whole rather than the components only, and leads to a discussion on whether HIV-infected women, like other women, need nutritional supplements during pregnancy to optimize infant health.

28.5 CONCLUSION

It is clear that the relationships between maternal nutritional status, infection exposure in fetal life, pregnancy outcome, infant nutrition, and development are highly complex. Interventions to improve health outcomes that do not take this complex system into account are unlikely to be successful in the long term. It is probable that interventions across the whole life course are required. The challenge for the public health community is to develop such holistic life course interventions that are acceptable to the target communities and populations. The involvement of the target populations in developing such interventions is likely to be very valuable and should be sought.
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INTRODUCTION

In modern society, health, medicine, and nutrition are domains where traditional knowledge and beliefs, based on thousands of years of observation and experience, are still preserved and practiced. Ancient India, for instance, was home to about 15%–20% of the world’s population due to its abundant natural resources, as well as the traditional bodies of knowledge reflected in its culture. Indian culture has had diverse and rich traditional postpartum nutritional practices that have been beneficial for mothers and children. However, the past two centuries have witnessed significant losses of this traditional wisdom, which has often resulted in people holding on to beliefs without a clear understanding of their origins or relevance. Recent years have seen increased awareness of traditional systems of healthcare (see also Chapter 27). It has been recognized as far back as 1978 by the World Health Organization (WHO, 1978) that traditional medicine can play a significant role in the extension of health services, particularly in remote rural areas, and in the domain of maternal...
and child health. The World Health Organization has further identified three strategic objectives toward harnessing traditional healthcare systems for health maintenance, disease prevention, and treatment (WHO, 2013):

- Build a knowledge base for effective management of traditional healthcare systems
- Strengthen the quality assurance, safety, proper use, and effectiveness of traditional healthcare systems
- Integrate traditional healthcare systems into healthcare service delivery and self-healthcare

While Ayurveda and Siddha are traditional healthcare systems of Indian origin, these objectives are particularly relevant for traditional postpartum nutritional practices as well.

The postpartum period is noted for traditional practices related to rest, healing, and the consumption of specific nutritive foods, supplements, and drinks. Elders of a family guide the new mother throughout this period to restore her health after childbirth. The circle of people most closely involved with her to enhance her physical and mental health include mothers, grandmothers, sisters, partner, friends, and neighbors. They form her core support system. In the Indian context, this support system is supplemented by the healthcare system in the country, viz., dais (dai: midwife), community workers, primary healthcare centers, nongovernmental organizations, and government and private hospitals. The Indian healthcare system is based on national programs and policies for healthcare. Relevant Indian programs for maternal and child health include Reproductive and Child Health Programme (RCH), Child Survival and Safe Motherhood Programme (CSSM), Janani Suraksha Yojana (JSY), Vandemateram Scheme (VMS), and many more. These programs are further guided by global health programs and policies, such as those promoted through WHO, UNICEF, and FAO. Thus, while health parameters and nutritional needs are prescribed from a global perspective based on contemporary knowledge of medicine, nutrition, and healthcare, their implementation is significantly influenced and guided by traditional practices at the community level. The different levels of support system, policymaking, and implementation of nutrition and healthcare for a new mother are depicted in Figure 29.1.

There is increasing recognition of the value of traditional postpartum nutritional practices and the strong influence they wield in the delivery of postpartum nutrition and healthcare in India. In this light, it is necessary to develop a contemporary analysis of these practices based on current paradigms of nutrition, immunity, and infection. This chapter is an attempt to provide a review and an evaluation of ethnic postpartum nutritional practices of India from this perspective. It presents a broad overview of selected traditional Indian postpartum foods, their food functions, the special food formulations/supplements through which these foods are consumed, and the nutritive content in them. The scientific literature in this area is vast; on the one hand are surveys of traditional Indian postpartum beliefs and practices concerning nutrition, while on the other hand are analyses of the traditional foods for various active ingredients, and their functions through in vitro, in vivo, and clinical studies. However, an overall framework for defining food functions in a postpartum context is lacking. Also lacking is a framework for evaluating the ethnic postpartum nutritional practices in their ability to nourish the mother and aid in improving her immunity. Among the outcomes of the review of existing literature in this chapter are the identification of eight food functions in postpartum care, and a preliminary evaluation of ethnic Indian nutritional practices from the standpoint of Recommended Dietary Allowances (RDA). Section 29.2 discusses typical postpartum morbidities, and explores possible connections between the nutritional status of a postpartum mother and the morbidities experienced by her. It then lists the special nutritional needs during pre- and postpartum care and analyses of the RDA for pregnant women and lactating mothers. Thus, this section offers a contemporary basis for assessing the traditional postpartum nutritional practices of India. Section 29.3, which discusses the traditional postpartum nutritional practices of India, first presents a preliminary
list of 56 foods used in traditional Indian postpartum diets and the available scientific evidence for their use as functional foods. Traditionally, these foods are classified as hot or cold, and are included or avoided based on this classification. Based on the common postpartum morbidities, eight functions relevant to the health of postpartum women are identified, and the traditional foods are reclassified with regard to the functions they may fulfill. This section then considers traditional food formulations that utilize these foods and presents recipes of selected formulations, including an estimate of their nutrient content. Thus, this section presents a systematic compilation of the ethnic postpartum nutritional practices in India. Section 29.4 presents a critical examination of the impact of Indian ethnic postpartum nutritional practices on maternal health, immunity, and infection. To do so, four sample ethnic postpartum menus are presented using the food formulations discussed in Section 29.3. The amounts of macro- and micronutrients are evaluated for the four sample daily menus. These results are compared against the RDA for lactating mothers, and observations are made on postpartum dietary imbalance in lactating Indian mothers and their nutritional status. The effects of specific foods in the traditional postpartum formulations and their functional food properties with regard to supporting immunity and preventing infection are discussed. In light of this, Section 29.5 proposes strategies for two major efforts in line with the WHO strategic objectives for traditional healthcare systems: to
create a more thorough scientific database evaluating postpartum ethnic foods, food formulations, and nutritional practices, and to better adapt traditional postpartum practices into contemporary maternal healthcare systems.

29.2 NUTRITION, IMMUNITY, AND INFECTION AFTER PREGNANCY: AN INDIAN PERSPECTIVE

29.2.1 OVERVIEW

Women undergo remarkable changes during pregnancy, childbirth, and the immediate postpartum period. During pregnancy, these changes enable both the fetus and the placenta to grow, and prepare the mother and baby for childbirth. After childbirth, the changes a new mother undergoes enable her to continue to provide nourishment for the infant even as her body gradually recovers back toward its prepregnancy state. The postpartum period, defined as the time from one hour after the delivery of placenta to 6 weeks after birth, is critical to maternal health as well as to that of the child. However, it is reported that 61% of all maternal deaths occur during the postpartum period (Singh and Kumar, 2014). As WHO (2014) reports, there were an estimated 289,000 maternal deaths across the world in 2013, of which 50,000 (Maternal Mortality Ratio, MMR: 190) were from India. Despite an estimated 65% reduction in maternal mortality from 1990 to 2013, India still had the highest incidence (17%) of maternal mortality in 2013.

Postpartum morbidity, the illnesses and complications borne by women during the postpartum period, presents a much wider challenge. It is estimated that for every maternal death, at least thirty other women suffer serious disabilities (Singh and Kumar, 2014). While the focus of the Indian government's maternal health programs is on pregnancy, skilled birth attendance, institutional delivery, and antenatal care with the aim of reducing maternal mortality, there are no programs dedicated to postpartum maternal health to address morbidity issues in India. Postpartum morbidities, especially those causing long-term health issues for mothers and children alike, have significant impact not only on the physical, mental, and sexual health of the mother but also on the socioeconomic status of the mother and the family. Considering that traditional postpartum care is commonly practiced across India, it is worthwhile to examine these ethnic nutritional practices and determine how they could address postpartum morbidities and mortalities in women.

29.2.2 POSTPARTUM MORBIDITY: AN INDIAN ASSESSMENT

Recently, studies have been initiated on examining postpartum morbidity and its causes in Indian contexts as well as in other parts of the world (Iyengar, 2012; Shriraam et al., 2012; Singh and Kumar, 2014; Yealy et al., 2015; Patra et al., 2008; MacArthur et al., 2003; WHO, 1998; Ronsmans et al, 2008). The most commonly reported morbidity conditions are:

- Body weakness
- Anemia
- Hemorrhage/excessive bleeding
- Infections—urinary tract infection (upper/lower), respiratory tract infection (upper/lower), vaginal tract/uterine infections causing purulent discharge, sepsis, breast infections, fevers, and wounds
- Incontinence—urinal and fecal
- Pains—backache, upper/lower abdominal pain, pelvic pains, lower limb pain, and swelling of feet
- Headache, hypertension, preeclampsia, and eclampsia
- Constipation, hemorrhoids, and rectal bleeding
- Breast-related problems—cracked/sore nipples, engorgements, and abscess
• Agalactorrhea
• Depression, anxiety, and extreme tiredness

Among these, hemorrhage, preeclampsia, postpartum genital infections (sepsis, etc.), and obstructed labor account for nearly 60% of postpartum maternal mortality (Bale et al., 2003). While different studies report similar postpartum morbidities experienced by the mothers interviewed/examined, there are significant variations among the studies as to which morbidities are more commonly experienced. These variations could be due to predisposing factors, such as nutritional status, socioeconomic status, lifestyles, past health history, availability/accessibility of healthcare facilities, and regional/seasonal variations.

29.2.3 Effects of Nutritional History on Postpartum Maternal Health Status

Nutritional status before, during, and after pregnancy often turns out to be a major predisposing factor in determining postpartum morbidity. For instance, anemia before and during pregnancy is known to be a strong predisposing factor for postpartum hemorrhage, the most common cause of maternal mortality. Deficiencies in calcium and protein could slow or prevent the regaining of strength in the pelvic and lower abdominal areas, resulting in chronic aches.

Many studies have examined the effects of nutritional interventions on the prevention/reduction of postpartum morbidity around the world. The ability of iron, folic acid, and zinc supplemen-tations to mitigate postpartum hemorrhage and infections such as sepsis has been demonstrated (Christian et al., 2009). Calcium intake has been shown to reduce hypertension and preeclampsia (Kulier et al., 1998; Ronsmans et al., 2008). In a review, Ronsmans et al. (2008) discussed extensively the relationship between nutritional deficiencies and maternal health, particularly the associations between malnutrition and obstructive labor, calcium deficiency and eclampsia, iron deficiency and anemia, vitamin A deficiency and anemia or infection, and zinc deficiency and hemorrhage or infection. They have reported that preeclampsia has been associated with oxidative stress, and supplementation with antioxidants could improve vascular endothelial function. Supplementation of vitamins C and E have been shown to reduce preeclampsia. The authors have reviewed studies that have indicated that vitamin A or β-carotene deficiency could be correlated with puerperal infections from bacteria and yeast, painful urination, swelling, lower abdominal pain, vaginal discharge, low hemoglobin levels, and preeclampsia. However, they have suggested that the deficiencies could be markers of infections rather than causal agents. They have also reported that there is no direct evidence linking vitamin A or β-carotene deficiency with uterine atony and have concluded that vitamin A is most likely to act by improving the hematological and immune status of the mother.

In an analysis of 250 studies of predominantly randomized control trials, Middleton et al. (2013) have concluded that calcium intervention significantly reduces mortality or morbidity. While magnesium intervention causes a significant reduction in eclampsia, calcium reduces incidence of preeclampsia. Supplementation of iron and folic acid or multiple micronutrients have been highly effective in reducing anemia. Women with anemia are often found to be deficient in other micro-nutrients, such as iodine, vitamin A, and zinc, which could lead to greater incidence of morbidity and mortality. Villar et al. (2003) found that calcium supplementation reduced the incidence of preeclampsia and hypertension. Bale et al. (2003) have pointed out that preexisting conditions such as malaria and viral hepatitis may exacerbate postpartum morbidity and result in mortality. Brinch et al. (1998) have found that women with poor diets have six times the expected rate of perinatal mortality.

Maternal micronutrient deficiencies during lactation can cause a major reduction in the concentration of some of these nutrients in breast milk, leading to subsequent infant depletion (Allen and Graham, 2003). Allen (1994) identified the priority nutrients for lactating mothers to be thiamine, riboflavin, vitamins B₆ and B₁₂, vitamin A, and iodine. Allen studied the relation between maternal
status or intake of each nutrient and its effect on the nutrient concentration in breast milk. Low maternal intake or stores reduced the amount of these nutrients in breast milk, and maternal supplementation reversed this (Astrachan-Fletcher et al., 2008). There is a well-established adverse effect of unchanged or poor dietary intake of mothers on maternal and infant nutritional status, particularly for chronically undernourished women (Gopalan and Kaur, 1989; Rao and Yajnik, 2010).

Historically, malnutrition and growth failure have been treated as a deficiency of protein. However, malnutrition is now recognized as inadequate intake of energy and protein in addition to vital minerals (iron, zinc, and iodine), vitamins (vitamin A), and essential fatty acids. Many of these nutrients are not produced by the human body but are essential for everyday physiological functions. For this reason, supplements with these nutrients are recommended when needs cannot be met through the diet (UNICEF, 2013).

Poor nutrition during the postnatal period can also cause depression. Women’s bodies need enough iron and vitamin B₃ (niacin) to convert tryptophan into 5-hydroxy-1-tryptophan (5-HTP). Other B vitamins and magnesium are necessary to convert vitamin B₆ to pyridoxyl-5-phosphate (P5P). Without enough 5-HTP and P5P available in the brain, serotonin cannot be made at adequate levels, which in turn can lead to postpartum depression (Astrachan-Fletcher et al., 2008).

Examining correlations between nutritional imbalances and morbidities is an open and critical problem of research. While there is a growing body of evidence pointing to such correlations, there are many controversies and open questions. For example, whether nutritional imbalances cause maternal morbidities or they merely indicate the existence of morbidities is a question that is yet to be answered conclusively. Furthermore, the biological mechanisms of how a nutritional imbalance may induce morbidity often remain to be established. Carefully developed protocols need to be adopted in research studies; particularly, care has to be taken in recognizing what conclusions may be drawn from adopting a specific protocol. A combination of clinical studies (nutritional status, recall of dietary patterns, assessment of nutritive contents of diets, effects of interventions, and analysis of morbidities) and in vivo studies (inducing imbalances to examine morbidity outcomes) are necessary to establish correlations between nutritional imbalances and maternal morbidities. The biological mechanisms of these nutritional interventions may further be established through well-designed in vitro and in vivo studies.

29.2.4  NUTRITIONAL REQUIREMENTS DURING LACTATION

The enhanced nutritional needs of a mother during and after pregnancy are a reflection of the physiological, biochemical, and hormonal changes she undergoes toward ensuring optimal growth of the infant while recovering to her prepregnancy health. Table 29.1 lists the RDA for moderately working expectant and lactating mothers, and compares them with those for a moderately active adult woman in the Indian context (NIN, 2014).

The energy requirement during pregnancy for a moderately active adult woman is 300 kcal more than that for a normal adult woman. It increases to +550 kcal in the first 6 months of lactation before reducing to +400 kcal during 6–12 months. The basis of this recommendation is as follows: mother’s milk has about 65 kcal of energy per 100 mL. If one were to assume an optimal output of 750 mL per day of milk from the mother, and that 80% of her energy intake is converted into energy in the milk, approximately 550 kcal per day of additional energy intake is suggested for the mother. The National Institute of Nutrition, India (2014) has not provided any specific recommendations for other vitamins and minerals for lactating mothers. In their absence, dietary reference intakes from the National Academies Press (Otten et al., 2006) may be used, as presented in Table 29.2.

These nutritional needs have to be met through the foods consumed by the postpartum mothers as well as through the supplements they take. Thus, the guidelines presented in Tables 29.1 and 29.2 together form a basis on which ethnic postpartum nutritional practices may be assessed. It is to be noted
that these recommendations are made based on the current understanding of the connections between nutrition and health, particularly in the pregnancy and postpartum periods. As this understanding evolves, so will the RDA, and so will the evaluation of the postpartum ethnic nutritional practices.

### TABLE 29.1
**Recommended Dietary Allowances for a Nonpregnant, Nonlactating Adult Woman, a Pregnant Woman, and a Lactating Mother of Moderate Activity**

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Adult Woman</th>
<th>Pregnant Woman</th>
<th>0–6 months</th>
<th>6–12 months</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy (Kcal)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Protein (g)</td>
<td>50</td>
<td>65</td>
<td>75</td>
<td>68</td>
</tr>
<tr>
<td>Fat (g)</td>
<td>20</td>
<td>30</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>400</td>
<td>1000</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>30</td>
<td>38</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>Retinol (IU)</td>
<td>600</td>
<td>600</td>
<td>950</td>
<td>950</td>
</tr>
<tr>
<td>β-carotene (µg)</td>
<td>2400</td>
<td>2400</td>
<td>3800</td>
<td>3800</td>
</tr>
<tr>
<td>Ascorbic acid (mg)</td>
<td>40</td>
<td>40</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Folic acid (dietary folate) (µg)</td>
<td>100</td>
<td>400</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>25</td>
<td>28</td>
<td>32</td>
<td>32</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Daily Recommendation</th>
<th>Nutrient</th>
<th>Daily Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vitamin B₆ (mg)</td>
<td>2.0</td>
<td>Vitamin D (µg)</td>
<td>50</td>
</tr>
<tr>
<td>Vitamin B₁₂ (µg)</td>
<td>2.8</td>
<td>Vitamin E (mg)</td>
<td>19</td>
</tr>
<tr>
<td>Biotin (µg)</td>
<td>35</td>
<td>Iodine (µg)</td>
<td>290</td>
</tr>
<tr>
<td>Choline (mg)</td>
<td>550</td>
<td>Magnesium (mg)</td>
<td>310</td>
</tr>
<tr>
<td>Vitamin K (µg)</td>
<td>90</td>
<td>Phosphorus (mg)</td>
<td>700</td>
</tr>
<tr>
<td>Niacin (mg)</td>
<td>17</td>
<td>Selenium (µg)</td>
<td>70</td>
</tr>
<tr>
<td>Pantothenic Acid (mg)</td>
<td>7.0</td>
<td>Potassium (g)</td>
<td>5.1</td>
</tr>
<tr>
<td>Riboflavin (mg)</td>
<td>1.6</td>
<td>Sodium (g)</td>
<td>2.3</td>
</tr>
<tr>
<td>Thiamine (mg)</td>
<td>1.4</td>
<td>Zinc (mg)</td>
<td>12</td>
</tr>
</tbody>
</table>

### 29.3 POSTPARTUM ETHNIC NUTRITIONAL PRACTICES IN INDIA

Ethnic foods are traditional foods that originate from a specific heritage and culture. They may include locally available foods, special formulations, and supplements, varying based on the topography of the region, culture, traditions, and religious practices of the country. Ethnic nutritional practices include the traditional food formulations and practices associated with the consumption of ethnic foods. Traditional food formulations are important sources of many nutrients especially for the most vulnerable sections of the society, such as women and children, whether the scientific knowledge is understood by the society or not. Among women, pregnant and lactating mothers are the most targeted group for specific nutritional care.
29.3.1 Traditional Foods and Nutritional Practices in Indian Postpartum Care: Beliefs and Health Benefits

India, being a land of diverse cultures and traditions, has its unique traditional beliefs regarding foods and practices for pre- and postpartum care. Given the range of diversity in soil type, climate, and occupations, the traditions vary significantly. However, each of them uses locally available resources like ethnic cereals and millets, pulses, spices, herbs, greens, vegetables, fruits, nuts, and seafoods in their cuisines and food formulations. Table 29.3 provides a list of 56 traditional Indian postpartum foods, classified according to the food groups they belong to, and summarizes the studies conducted on these foods. These studies are mainly of two kinds: those that analyze the beliefs of people pertaining to the uses of these foods, and those that study their functions and the active ingredients that cause these functions. The former relies primarily on surveys, interviews, and their analyses. The latter includes clinical trials, extraction, and identification of specific ingredients from foods, and in vitro and in vivo studies seeking to establish links to specific functions. With increasing levels of education and awareness, it is probably inevitable that the traditional beliefs of people are influenced by their awareness of the modern paradigms of nutrition and healthcare.

Some of the key observations, based on the literature reviewed in Table 29.3, are presented below:

• India has rich, diverse, and highly nutritious food resources used especially in ethnic formulations for postpartum women. These foods are abundant in macro- and micronutrients, and also possess many essential molecules that are known to promote health, enable specific postpartum functions, and help mitigate many diseases that postpartum mothers are otherwise vulnerable to.
• Indians have held strong beliefs regarding specific functions that the foods included in postpartum care enable. These functions are enhancing lactation, enabling smooth bowel movement,

---

TABLE 29.3
Traditional Postpartum Foods in India: Beliefs and Scientific Evidence

<table>
<thead>
<tr>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><em>Moringa oleifera</em>†</td>
<td>Galactagogue activity (Raguindin et al., 2014); antimicrobial, antioxidant activity (Marrufo et al., 2013); anticancer, antulcer, antispasmodic, hypotensive, hypocholesterolemic, sympatholytic, antibacterial, and antiviral activity (Asiedu-Gyekye et al., 2014; Jung, 2014; Sidduraju and Becker, 2003)</td>
</tr>
<tr>
<td></td>
<td>Drumstick leaves</td>
<td>Active components: calcium, β-carotene, vitamin C, benzyl isothiocyanate, niaziminic, pterygospermin, benzyl isothiocyanate, 4-{a-L-rhamnopyranosyloxy} benzyl glucosinolate (Mahmood et al., 2010)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prevents constipation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rich in nutrients</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Ramya and Jose, 2014; Awadesh et al., 2008)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td><em>Murraya koenigii</em>†</td>
<td>Wound-healing effect, antimicrobial, antioxidiant, anticancer, antimutagenic, anti-inflammatory, cytotoxic, antulcer, memory enhancing, vasodilating, hypocholesterolemic, antiabetic, phagocytic, antidiarrheal (Handral et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Curry leaves</td>
<td>Active components: calcium, β-carotene, crude fiber, folic acid, murrayacine, koenine, koenigne, mukonince, mahanimbine, mahanine, mahanimbinine, murrayacinine, isomahanimbine, mahanimboline, murrayanine, cyclomahanimbine or curryanine, murrayanol, and glycozoline (Handral et al., 2012); carbazole alkaloids, tannins, and phenolics (Tachibana et al., 2001; Ramsewak et al., 1999; Roy et al., 2004; Khan et al., 1996; Nutan et al., 1998)</td>
</tr>
<tr>
<td></td>
<td>Rich in nutrients</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Blood purifier</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Antifungal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Antidepressant</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Anti-inflammatory</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Helps body aches</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Jain, 2012)</td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
### TABLE 29.3 (Continued)
**Traditional Postpartum Foods in India: Beliefs and Scientific Evidence**

<table>
<thead>
<tr>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td><em>Sesbania grandiflora</em>†</td>
<td>Antioxidant, antimicrobial, cytoprotective (Zarena et al., 2014); immunomodulatory (Mallik and Nayak, 2014)</td>
</tr>
<tr>
<td></td>
<td>Agathi leaves</td>
<td>Active components: calcium, β-carotene, vitamin C, agathi leaf protein (Zarena et al., 2014; Gowri and Vasantha, 2010; Nataraj et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Wound healer</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Immunity booster Contraceptive</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Helps vagina-related problems</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Sudha and Mathanghi, 2012)</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td><em>Trigonellafoenum graecum</em>†</td>
<td>Galactagogue (Zuppa et al., 2010) induces oxytocin, prolactin (Turkyilmaz et al., 2011; Gabay, 2002); anticancer, antidiabetic, hypoglycemic, hypocholesterolemic (Khalil et al., 2015)</td>
</tr>
<tr>
<td></td>
<td>Fenugreek leaves</td>
<td>Active components: β-carotene; phytoestrogenic molecule—diosgenin (Tabares, et al., 2014); oxytocin, prolactin (Marasco, 2008; Nice, 2011); alkaloids, flavonoids, terpenoids, polyunsaturated fatty acids, steroidal saponogens, fiber, galactomannans, antioxidants, amino acids such as 4-hydroxyisoleucine (Khalil et al., 2015)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Gabay, 2002; Alamer and Basiouni, 2005; Nice, 2011)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td><em>Solanum nigrum</em></td>
<td>Wound healer, antioxidant, hepatoprotective, antitumor, cytostatic, anticonvulsant, antiulcer, anti-inflammatory (Atanu and Ajayi, 2011; Kirtikar and Basu, 1935; Saleem et al., 2009; Jain et al., 2011; Shanmugam et al., 2012; Chou et al., 2008)</td>
</tr>
<tr>
<td></td>
<td>Manathakali leaves and fruit</td>
<td>Active components: iron, cuscutin, amarbelin, betasterol, stigmasterol, kaempferol, dulcitol, myricetin, qurecetin, coumarin, and oleanolic acid (Arunachalam et al., 2009)</td>
</tr>
<tr>
<td></td>
<td>Treats fever</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Helps urinary diseases</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Expedites child birth</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prevents anemia</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Laxative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Nisha and Rajeshkumar, 2010)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td><em>Spinacia oleracea</em></td>
<td>Hepatoprotectant, anticancer, antihelmintic, anti-inflammatory, antithiastaminic (Subash et al., 2010); antioxidant and antigenotoxic (Ko et al., 2014)</td>
</tr>
<tr>
<td></td>
<td>Spinach</td>
<td>Active components: β-carotene, folic acid; flavonoids and p-coumaric acid (Grossman, 2001)</td>
</tr>
<tr>
<td></td>
<td>Promotes breast tissue health</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Gogoi and Zaman, 2013)</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td><em>Momordica charantia</em></td>
<td>Antidiabetic and hypoglycemic (Joseph and Jini, 2013); wound-healing activity (Sankaranarayan and Jolly, 1993); immunomodulatory (Majumdar and Debnath, 2014)</td>
</tr>
<tr>
<td></td>
<td>Bitter gourd</td>
<td>Active components: vitamin C, charantin, polypeptide-p, and vicine (Keller et al., 2011)</td>
</tr>
<tr>
<td></td>
<td>Rectifies hormonal imbalance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Vaidya et al., 2013; Warrier et al., 1995)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cures wounds and infections</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Sankaranarayan and Jolly, 1993)</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td><em>Lagenaria siceraria</em>†</td>
<td>Antidiabetic (Saha et al., 2011); antioxidant, analgesic, anti-inflammatory, antihyperglycemic, antihyperlipidemic, antimicrobial, antihelmintic, cytotoxic, anticaner, and immunomodulatory (Deshpande et al., 2008); cardioprotective, hepatoprotective, bronchospasm protective, antidiarrheal, and diuretic (Palamthodi and Lele, 2013)</td>
</tr>
<tr>
<td></td>
<td>Bottle gourd</td>
<td>Active component: flavonoid complexes—flavone, glycosides (Jaiswal and Kuhnert, 2014)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Vaidya et al., 2013; Warrier et al, 1995)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Laxative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diuretic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prevents genito-urinary tract infections</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aids wound healing (Upaganlawar and Balaraman, 2009)</td>
<td></td>
</tr>
</tbody>
</table>
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TABLE 29.3 (Continued)
Traditional Postpartum Foods in India: Beliefs and Scientific Evidence

<table>
<thead>
<tr>
<th>Number</th>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>9</td>
<td><em>Moringa oleifera</em>†</td>
<td>Anti-inflammatory, antiulcer, antispasmodic, diuretic, cardiac and circulatory stimulants, antitumor, antipyretic, antiepileptic, antihypertensive, hypocholesterolemic, antioxidant, antidiabetic, hepatoprotective, antibacterial and antifungal (Anwar and Gilani, 2007)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Drumstick</td>
<td>Active components: crude fiber, vitamin C; zeatin, quercetin, β-sitosterol, caffeoylquinic acid and kaemperol, flavonoids, Quercetin (Michel et al., 2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Improves immunity</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Antimicrobial</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fights infections</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Helps with urinary tract infections</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>(Fuglie, 1999)</em></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td><em>Daucus carota</em></td>
<td>Antioxidant and anticancer (Sharma et al., 2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Carrot</td>
<td>Active compounds: phosphorous; phenolics (Babic et al., 1993); polyacetylenes (Hansen et al., 2003; Kidmose et al., 2004); carotenoids (Block, 1994); β-carotene and tocopherol (Hashimoto and Nagayama 2004); fiber (Bao and Chang, 1994; Anderson et al., 1994)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Considered as a cold food</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relieves constipation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Treats heat disorders</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>(Etkin, 2007)</em></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td><em>Phaseolus vulgaris</em></td>
<td>Cardioprotective, renal protective, and reduces cataract (Bazzano et al., 2001); relieves constipation, improves gastrointestinal integrity, stabilizes blood sugar, brain and immune dysfunction (Bourdon et al., 2001)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L. beans</td>
<td>Active components: protein, fat, starch, fiber (Wang et al., 2009)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relieves constipation</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>(Chaudhary and Sharma, 2013)</em></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td><em>Beta vulgaris</em>†</td>
<td>Antioxidant, antimicrobial, anti-inflammatory, anticancer (Ninfali and Angelino, 2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Beetroot</td>
<td>Active components: essential oils, flavonoids, polyphenols, sugars, anthocyanin pigment, betalain (Ninfali and Angelino, 2013)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Improves blood hemoglobin (Manisha et al., 2012; Rao et al., 2014)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td><em>Carica papaya</em></td>
<td>Galactagogue (Marasco, 2008; Nice, 2011); hepatoprotective, immunomodulatory, antioxidant, laxative, diuretic activity, and relieves urinary tract infection (Krishna et al., 2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Papaya (ripe)</td>
<td>Active components: oxytocin (Marasco, 2008; Nice, 2011); amino acids, citric and malic acid (Krishna et al., 2008)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>(Ajesh and Kumuthakalavalli, 2012)</em></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td><em>Solanum lycopersicum</em></td>
<td>Antioxidant, anticancer, mitigates neurodegenerative diseases (Valero et al., 2011; Rao and Balachandran, 2002)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tomato</td>
<td>Active components: lycopene, β-carotene, tocopherols, tocotrienols chlorophyll, anthocyanins (Friedman, 2004)</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td><em>Oryza sativa</em>†</td>
<td>Aphrodisiac, diuretic, and useful in biliousness (Caius, 1986); hypotensive, anticancer prevention, dysentery, skin care, prevents Alzheimer’s disease, and immunomodulatory (Gamal et al., 2011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rice</td>
<td>Active components: energy, carbohydrates, low fat, low sodium, no cholesterol, thiamine, niacin, iron, riboflavin, vitamin D, calcium, fiber, low sugar, and insoluble fibers (Umadevi et al., 2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Prevents retention of placenta</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Nourishment and strength</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wound healing</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relieves cough</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>(Tiwari and Pande, 2010)</em></td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>Foods and Common Beliefs</td>
<td>Potential Functional Properties and Active Components</td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------</td>
<td>------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td><em>Triticum spp.</em>†</td>
<td>Antioxidant (Zhou and Parry, 2005; Yu et al., 2002; Zielinski and Kozlowska, 2000)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wheat, broken wheat, and wheat flour</td>
<td>Active components: protein, carbohydrates; tocopherols, tocotrienols, phenolic acids, phytylsterol, flavonoids, carotenoids (Abdel-Aal et al., 2002; Abdel-Aal et al., 2007); tocopherols (Zhou et al., 2004); phenolic acids (Abdel-Aal et al., 2001) and anthocyanins (Abdel-Aal et al., 2006)</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Rice (puffed)</td>
<td>No scientific evidence available</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Promotes wound healing (Harish and Meghendra, 2006; Bandyopadhyay, 2009)</td>
<td>Active components: protein, niacin (NIN, 2014)</td>
<td></td>
</tr>
</tbody>
</table>

**Pulses and Lentils**

<table>
<thead>
<tr>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>18</td>
<td><em>Phaseolus mungo</em></td>
<td>Antioxidant (Silva et al., 2013; Ramesh et al., 2011); improves anemia, recovery of tissues and muscles, improves immunity, improves digestion, antimicrobial, anti-inflammatory, antihypertensive, and antitumor (Tang et al., 2014); antidiabetic and low glycemic index (Madar and Stark, 2002)</td>
</tr>
<tr>
<td></td>
<td><em>Vigna radiata</em>†</td>
<td>Antioxidant (Zou et al., 2011); reduces anemia (Thavarajah et al., 2009)</td>
</tr>
<tr>
<td></td>
<td>Green gram/Mung bean</td>
<td>Active components: minerals (Fe, Mg, Ca, Na, K, Zn, Se, P); phenolics (arbutin, gallic acid, chlorogenic acid, ferulic acid, quercetin) (Mesallam and Hamza, 1987; Nair et al., 2015); sterols and triterpenes, flavonoids, tannins, organic acids, polyunsaturated fatty acids (Ramesh et al., 2011; Silva et al., 2013); tocopherols, seven essential amino acids (lysine is limiting), crude fiber (Mesallam and Hamza, 1987; Jom et al., 2011); antinutritional factors: phytic acid, however, in much smaller quantities than soybean and pigeon pea (Chitra et al., 1995); proteins and amino acids (Tang et al., 2014)</td>
</tr>
<tr>
<td></td>
<td>(whole and hulled, split bean)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Emollient</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Thermogenic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diuretic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aphrodisiac</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Treats anorexia</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Treats constipation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Treats hepatopathy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Treats neuropathy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Kumar et al., 2011b</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Internal injury healing</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Tiwari and Pande, 2010)</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td><em>Lens esculenta Medikus</em></td>
<td>Antioxidant (Zia Ul-Haq et al., 2014); hypocholesterolemic (Indira and Kurup, 1989); antioxidant (Girish et al., 2012); immunostimulatory (Dhumal et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>Red dal</td>
<td>Active components: phosphorus, potassium, sulfur, magnesium; fat, protein, phenolic acids like hallic, protocatechuic, gentisic, vanillic, syringic, caffeic, and ferulic acids (Girish et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Strengthening of muscles</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relieves flatulence</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Removes hyperpigmentation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Manisha et al., 2012)</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td><em>Vigna mungo</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Black gram</td>
<td>Galacticagoue (Zia Ul-Haq et al., 2014); hypocholesterolemic (Indira and Kurup, 1989); antioxidant (Girish et al., 2012); immunostimulatory (Dhumal et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td>Active components: phosphorus, potassium, sulfur, magnesium; fat, protein, phenolic acids like hallic, protocatechuic, gentisic, vanillic, syringic, caffeic, and ferulic acids (Girish et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>(Tiwari and Pande, 2010)</td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
### Table 29.3 (Continued)

#### Traditional Postpartum Foods in India: Beliefs and Scientific Evidence

<table>
<thead>
<tr>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td><em>Cicer arietinum</em></td>
<td>Hypoglycemic, hypocholesterolemic, reduces malnutrition, smooth bowel movement (Pittaway et al., 2007); antiulcerative, antibacterial, anti-inflammatory, anticancer, antiobesity, hypocholesterolemic, hypolipidemic, insulin sensitization (Jukanti et al., 2012, and references therein); uterotonic (Gruber and O’Brien, 2011)</td>
</tr>
<tr>
<td></td>
<td>Bengali gram dal</td>
<td>Blood enrichment; treats ear infections, skin ailments, liver and spleen disorders—in traditional medicines (Warrier et al., 1995)</td>
</tr>
<tr>
<td></td>
<td>Chickpeas</td>
<td>Hypoglycemic, hypocholesterolemic, reduces malnutrition, smooth bowel movement (Pittaway et al., 2007); antiulcerative, antibacterial, anti-inflammatory, anticancer, antiobesity, hypocholesterolemic, hypolipidemic, insulin sensitization (Jukanti et al., 2012, and references therein); uterotonic (Gruber and O’Brien, 2011)</td>
</tr>
<tr>
<td></td>
<td>Nourishment (Pandey and Enumeratio, 1993)</td>
<td>Hypoglycemic, hypocholesterolemic, reduces malnutrition, smooth bowel movement (Pittaway et al., 2007); antiulcerative, antibacterial, anti-inflammatory, anticancer, antiobesity, hypocholesterolemic, hypolipidemic, insulin sensitization (Jukanti et al., 2012, and references therein); uterotonic (Gruber and O’Brien, 2011)</td>
</tr>
<tr>
<td></td>
<td>Treats throat problems, blood disorders, bronchitis, skin diseases, biliousness—in traditional medicines (Sastry and Kavathekar, 1990)</td>
<td>Hypoglycemic, hypocholesterolemic, reduces malnutrition, smooth bowel movement (Pittaway et al., 2007); antiulcerative, antibacterial, anti-inflammatory, anticancer, antiobesity, hypocholesterolemic, hypolipidemic, insulin sensitization (Jukanti et al., 2012, and references therein); uterotonic (Gruber and O’Brien, 2011)</td>
</tr>
<tr>
<td></td>
<td>Blood enrichment; treats ear infections, skin ailments, liver and spleen disorders—in traditional medicines (Warrier et al., 1995)</td>
<td>Blood enrichment; treats ear infections, skin ailments, liver and spleen disorders—in traditional medicines (Warrier et al., 1995)</td>
</tr>
<tr>
<td>22</td>
<td>Cow’s milk†</td>
<td>Immunological protection, treatment for diarrhea, antihypertensive, antimicrobial, anticoagulant activity, activates mineral malabsorption, immune booster, and increased bioavailability of calcium (Unal, 2005)</td>
</tr>
<tr>
<td></td>
<td>Strengthens muscles and bones Galactagogue</td>
<td>Immunological protection, treatment for diarrhea, antihypertensive, antimicrobial, anticoagulant activity, activates mineral malabsorption, immune booster, and increased bioavailability of calcium (Unal, 2005)</td>
</tr>
<tr>
<td></td>
<td>(Dietary guidelines for Indian foods, 2010; Awadesh et al., 2008; Rao et al., 2014)</td>
<td>Immunological protection, treatment for diarrhea, antihypertensive, antimicrobial, anticoagulant activity, activates mineral malabsorption, immune booster, and increased bioavailability of calcium (Unal, 2005)</td>
</tr>
<tr>
<td>23</td>
<td>Fish†(shark, catfish, anchovy, dried fish)</td>
<td>Builds up bone mass density (Zalloua et al., 2007); antihypertensive, anticoagulant, antibacterial, antioxidant, anti-inflammatory (Wu et al., 2008); promotes optimum fetal and neonatal cognitive development; reduces obesity risk in children (Muhlhauser et al., 2010)</td>
</tr>
<tr>
<td></td>
<td>Calcium-rich food</td>
<td>Builds up bone mass density (Zalloua et al., 2007); antihypertensive, anticoagulant, antibacterial, antioxidant, anti-inflammatory (Wu et al., 2008); promotes optimum fetal and neonatal cognitive development; reduces obesity risk in children (Muhlhauser et al., 2010)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue (Nadkarni, 2007)</td>
<td>Builds up bone mass density (Zalloua et al., 2007); antihypertensive, anticoagulant, antibacterial, antioxidant, anti-inflammatory (Wu et al., 2008); promotes optimum fetal and neonatal cognitive development; reduces obesity risk in children (Muhlhauser et al., 2010)</td>
</tr>
<tr>
<td>24</td>
<td>Egg</td>
<td>Antimicrobial, immunomodulatory, antioxidant, anticancer, and antihypersensitive, (Abeyrathne et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>Source of protein, calcium, and fat (Rao et al., 2014)</td>
<td>Antimicrobial, immunomodulatory, antioxidant, anticancer, and antihypersensitive, (Abeyrathne et al., 2013)</td>
</tr>
<tr>
<td>25</td>
<td><em>Borassus flabellifer</em> Linn Jaggery†</td>
<td>Strengthening and nourishment, hemostatic, expectorant, energy, prevents anemia, and antimicrobial (Nagnur et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>Body strengthening</td>
<td>Strengthening and nourishment, hemostatic, expectorant, energy, prevents anemia, and antimicrobial (Nagnur et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>(Mathur, 1983)</td>
<td>Strengthening and nourishment, hemostatic, expectorant, energy, prevents anemia, and antimicrobial (Nagnur et al., 2006)</td>
</tr>
</tbody>
</table>

(Continued)
## TABLE 29.3 (Continued)

### Traditional Postpartum Foods in India: Beliefs and Scientific Evidence

<table>
<thead>
<tr>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>26</td>
<td><em>Allium Sativum</em>†</td>
<td>Galactagogue (Srinivas et al., 2014); antibacterial, antifungal, antiviral, and antiprotozoal; wound-healing potential (Harris et al., 2001; Jalali et al., 2009); hypoglycemic, antidiyspeptic, antiinflammatory, duodenal ulcers, rubefaciency in skin diseases (Shi et al., 2011); immunomodulatory (Gammal et al., 2011) &lt;br&gt;Active components: oxytocin (Marasco, 2008; Nice, 2011); disulfide compounds: di (2-propenyl) disulfide and 2-propenylpropyl disulfide (Kumari et al., 1995; Augusti and Sheela, 1996)</td>
</tr>
<tr>
<td>27</td>
<td><em>Curcuma longa</em>†</td>
<td>Antiinflammatory (Suryanarayana et al., 2003; Arun and Nalini, 2002); antibacterial and antifungal (Mahady, 2005; Misra and Sahu, 1977; Chattopadhyay, 2004); diuretic, laxative, hepatoprotective, antidiabetic (Shi et al., 2011); carminative, antiinflammatory, blood purifier, antiseptic, and prevents liver ailments (Luthra et al., 2001) &lt;br&gt;Active components: monoterpene alcohols, flavonoids, and polyphenols (Srinivasan, 2005); essential oils, curcumin (Mukherjee et al., 2011)</td>
</tr>
<tr>
<td>28</td>
<td><em>Trigonella foenum graecum</em>†</td>
<td>Galactagogue (Sreeja et al., 2010); diuretic, hypoglycemic, emmenagogue, emollient, cardioprotective (Shi et al., 2011); gastroprotective (Pandian et al., 2002); hypolipidemic (Mukherjee, 2003); carminative, gastric stimulant, antidiabetic, galactogogue, hypcholesterolemic, hypolipidemic, antioxidant, hepatoprotective, anti-inflammatory, antibacterial, antifungal, antiulcer, antilithogenic, anticarcinogenic (Yadav and Bacquer, 2014) &lt;br&gt;Active components: protein, choline, folic acid, magnesium, potassium, phytoestrogens (Sreeja et al., 2010); fiber and gum (Sharma, 1986; Sharma et al., 1996; Srinivasan, 2005)</td>
</tr>
<tr>
<td>29</td>
<td><em>Zingiber officinale</em>†</td>
<td>Anti-inflammatory, antibacterial, prevents urinary tract infection (Mahady, 2005); antidepressant (Lakshmi and Sudhakar, 2010; Felipe et al., 2008); choleric (Thomas et al., 2007); immunomodulatory (Mishra et al., 2012) &lt;br&gt;Active compounds: magnesium; curcumin (Thomas et al., 2007); phenolics: gingerols and 6-gingerdiol (Ficker, 2003)</td>
</tr>
<tr>
<td>Number</td>
<td>Foods and Common Beliefs</td>
<td>Potential Functional Properties and Active Components</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------</td>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td>30</td>
<td><em>Foeniculum vulgare</em>†</td>
<td>Galactagogue (Mills and Bone, 2000; Abascal and Yarnell, 2008; Tomas, 2009); antioxidant (Miguel et al., 2010); hepatoprotective (Haneﬁ et al., 2004); antispasmodic, antifungal, and hypoglycemic (Dongare et al., 2011); antibacterial, antithrombotic, antimicrobial, oestrogenic, cytoprotective, and antitumor (Rather et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Fennel seed</td>
<td>Active components: anethole, estragole (Tabares et al., 2014); anethole, fenchone, phenols (Rathore et al., 2012); calcium, potassium, sodium, iron, phosphorus, thiamine, riboflavin, niacin, vitamin C, flavonoids, phenolic compounds, dillapional (Rather et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Eases constipation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Releases excess gas</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Sayed et al., 2007)</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td><em>Pimpinella anisum L.</em></td>
<td>Galactagogue (Hosseinzadeh et al., 2013; Eiben et al., 2004); antibacterial, antiviral, antifungal, insecticidal, laxative, antispasmodic, anticonvulsant, muscle relaxant, antulcer, antidiabetic, hypolipidemic, antioxidant, reduction of pain in dysmenorrhea, digestive, carminative, and relief of gastrointestinal spasms (Shojaii and Fard, 2012)</td>
</tr>
<tr>
<td></td>
<td>Anise seed</td>
<td>Active components: essential oil (Shojaii and Fard, 2012)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Zargari, 1996)</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td><em>Piper nigrum</em>†</td>
<td>Decongestant, relieves digestive problems, anticholera, anti-inﬂuenza, anti-rheumatoid, antiarthritis, antispasmodic, antioxidant, and immunomodulatory (Chaudhry and Tariq, 2006; Damanhour and Ahmad, 2014; Majdalaweih and Carr, 2010); hypoglycemic (Srinivasan, 2005); hypocholesterolemic (Shirke and Jagtap, 2009)</td>
</tr>
<tr>
<td></td>
<td>Black pepper</td>
<td>Active components: protein, crude fiber, iron, β-carotene, manganese; alkaloids such as piperine, piperdine, and piperritine (Chaudhry and Tariq, 2006)</td>
</tr>
<tr>
<td></td>
<td>Relives constipation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relives indigestion</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Laxative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Improves appetite</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aids digestion</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stops excessive bleeding</td>
<td>(Awadsh et al., 2008; Manisha et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Relieves aches and pains</td>
<td>(Chaudhry and Tariq, 2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td><em>Cuminum cyminum</em>†</td>
<td>Antispasmodic, carminative, digestive stimulant (Shi et al., 2011); anti-inﬂammatory, relieves pain, digestive disorders, puriﬁes blood (Proestos et al., 2006); Active components: protein, fat, crude fiber, calcium, phosphorous, iron, choline, sodium, potassium, zinc; cuminaldehyde, pinene, α-terpinene, and p-cymene, volatile oils (Rathore et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Cumin seeds</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relieves gas</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Aid digestion</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Stop excessive bleeding</td>
<td>(Manisha et al., 2012)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>34</td>
<td><em>Trachyspermumammi L.</em> †</td>
<td>Smooth bowel movement, antiasthma, antibronchitis, painkiller, wound healing, antiinﬂuenza (Silver, 2006)</td>
</tr>
<tr>
<td></td>
<td>Bishop’s weed</td>
<td>Active components: protein, fat, crude fiber, iron, calcium, phosphorous, magnesium, zinc, essential oil, thymol, α-pinene, p-cymene, limonene, and terpinene. The major components of T. coticum L. oils are piperitone (23.65%), alpha-pinene (14.94%), limonene (14.89%), 1, 8-cineole (7.43%) and thymol (37.2%), p-cymene (32.3%), and gamma-terpinene (27.3%) (Hawrelak et al., 2009)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Corrects gastric disorder</td>
<td>(Shahin and Ahmad, 2014; Awadsh et al., 2008)</td>
</tr>
<tr>
<td>Number</td>
<td>Foods and Common Beliefs</td>
<td>Potential Functional Properties and Active Components</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------</td>
<td>------------------------------------------------------</td>
</tr>
<tr>
<td>35</td>
<td><em>Bunium bulbocastanum</em></td>
<td>Galactagogue (Hosseinzadeh et al., 2013); antibacterial, antihistamine, antimicrobial, immune booster, antitumor, antifertility, antioxytocic, cytotoxic, hepatoprotective, analgesic, antihelminthic, (Ahmad et al., 2013); promotes lactation (Elmofty, 1997)</td>
</tr>
<tr>
<td></td>
<td><em>Nigella sativa</em></td>
<td>Active compounds: oxytocin (Marasco, 2008; Nice, 2011); essential fatty acids, arginine, carotene, calcium, iron, sodium, and potassium.</td>
</tr>
<tr>
<td></td>
<td>Black cumin seed</td>
<td>Wound healing, antiulcer, anti-inflammatory, antidiabetes, controls hemorrhages, hemoptysis, diarrhea, dysentery, hemorrhoids (Maury et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>Cools the stomach</td>
<td>Active Compounds: calcium salt, gallic acid, quinic and shikmik acids, quercetin, and myricetin. (Maury et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue (Goodburn and Gazi, 1995)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Birth control</td>
<td></td>
</tr>
<tr>
<td></td>
<td>To start menstruation (Ahmad et al., 2013)</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td><em>Anogeissus latifolia</em></td>
<td>Antioxidant, antifertility, antiinflammatory, antimicrobial, enzyme inhibitory, antispermatotrophic, antioxidative, wound healing, antiatherosclerotic, antiinflammatory, anticancer, chemopreventive, antidiabetic, antiallergic, and antioxidant activity (Radhakrishnan and Gnanamani, 2014)</td>
</tr>
<tr>
<td></td>
<td>Edible gum</td>
<td>Active components: quinone derivatives, embelin, alkaloids, christembine, volatile oil, vilangin embelin, and embelin (Radhakrishnan and Gnanamani, 2014)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue (Kuroda et al., 2010)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Relieves back pain</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Wound healing (Katewa et al., 2004)</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td><em>Embelia ribes</em></td>
<td>Antioxidant, antifertility, antihelminthic, anti-inflammatory, antimicrobial, enzyme inhibitory, antispermatotrophic, antioxidative, wound healing, antiatherosclerotic, antiinflammatory, anticancer, chemopreventive, antidiabetic, antiallergic, and antioxidant activity (Radhakrishnan and Gnanamani, 2014)</td>
</tr>
<tr>
<td></td>
<td>Vavding</td>
<td>Active components: quinone derivatives, embelin, alkaloids, christembine, volatile oil, vilangin embelin, and embelin (Radhakrishnan and Gnanamani, 2014)</td>
</tr>
<tr>
<td></td>
<td>Anthelmintic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Astringent</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Carminative</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Smooth bowel movement</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Shahin and Ahmad, 2014)</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td><em>Anethum graveolens</em></td>
<td>Galactagogue (Marasco, 2008; Nice, 2011); antihyperlipidemic and antihypercholesterolemic (Yazdanparast and Alavi, 2001; Yazdanparast and Bahramikia, 2008); regulation of menstrual cycle, anticancer, antidiabetic, antioxidant, antisecretory, antispasmodic, insecticidal, and diuretic (Monsefi et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>Dill seeds</td>
<td>Active compounds: oxytocin (Marasco, 2008; Nice, 2011); essential oils, proteins, fiber, calcium, potassium, magnesium, phosphorous, sodium, vitamin A, and niacin (Kaur and Arora, 2010)</td>
</tr>
<tr>
<td></td>
<td>Reduces postpartum hemorrhage</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Galactagogue (Samira et al., 2012; Saini et al., 2014)</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td><em>Papaver somniferum</em></td>
<td>Narcotic and analgesic (Kaplan, 1994); antispasmodic, antinociceptive, psycholytic, hypnotic, sedative (Malta Wild Plants; Wiart, 2006)</td>
</tr>
<tr>
<td></td>
<td>Poppy seeds</td>
<td>Active compounds: protein, fats, fiber, calcium, phosphorous, iron, magnesium, manganese, zinc, morphine, codeine, thebaine, papaverine, and noscapine (EFSA Panel on Contaminants in the Food Chain, 2011)</td>
</tr>
<tr>
<td></td>
<td>Relives abdominal pain</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Keeps stomach cool</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Galactagogue (Choudhury and Ahmed, 2011)</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td><em>Coriandrum sativum</em></td>
<td>Antioxidant, hypoglycemic, insecticidal, aflatoxin control, antibacterial, hypolipidemic, relieves mouth ulcers, anticancer, anticonvulsant, antihistaminic, and hypotonic (Rathore et al., 2012)</td>
</tr>
<tr>
<td></td>
<td>Corriander seeds</td>
<td>Active V: protein, fat, fiber, phosphorus, iron, choline, magnesium, potassium, zinc; volatile oil-carvone, geraniol, limonene, borneal, camphor, elemol, and linalool (Purseglove et al., 1981)</td>
</tr>
<tr>
<td></td>
<td>Anti-inflammatory</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td>(Continued)</td>
</tr>
<tr>
<td></td>
<td>(The Academy of Breastfeeding Medicine Protocol Committee, 2011)</td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>Foods and Common Beliefs</td>
<td>Potential Functional Properties and Active Components</td>
</tr>
<tr>
<td>--------</td>
<td>--------------------------</td>
<td>-------------------------------------------------------</td>
</tr>
<tr>
<td>41</td>
<td><em>Ferula asafoetida</em>†</td>
<td>Antihistaminic and analgesic (Ballabh and Chaurasia, 2007); possesses anti-influenza A (H1N1) activity, antiviral, and cytotoxic (Lee et al., 2009); Active components: iron; resin, volatile oils, asareninotannols A and B, ferulic acid, and umbelliferone (Lee et al., 2009)</td>
</tr>
<tr>
<td>42</td>
<td><em>Piper longum</em></td>
<td>Antioxidant, cardioprotective (Jagdale et al., 2009); analgesic (Vedhanayaki et al., 2003); insecticidal, acaricidal activity, antifungal, antiamoebic, antimicrobial, antiasthmatic, antidiabetic, immunomodulatory, anti-inflammatory, antitumor, antidepressant, antulcer, and hepatoprotective activity (Khandhar et al., 2010); Active Components: protein, phosphorus, iron; piperine, alkaloids and amides, lignans, esters, volatile oil (Chauhan et al., 2010)</td>
</tr>
<tr>
<td>43</td>
<td>Ghee†</td>
<td>Hypocholesterolemic and anticarcinogenic (Shi et al., 2011); Active compounds: conjugated linoleic acid, butyric acid, fat-soluble vitamins A, D, E, and K (Shi et al., 2011)</td>
</tr>
<tr>
<td>44</td>
<td><em>Sesamum indicum</em></td>
<td>Wound-healing and antioxidant activity (Kiran and Asad, 2008); antihyperlipidemic (Asgary et al., 2013; Saleem et al., 2012); strengthening of bones and muscles (Serra et al., 2011); Active components: oleic, linoleic, palmitic, and stearic acids (Saydut et al., 2008)</td>
</tr>
<tr>
<td>45</td>
<td><em>Brassica juncea</em></td>
<td>Wound healing, carminative, diuretic, anti-inflammatory, antimicrobial, antifungal, antibacterial, hypoglycemic (Oliver et al., 1999; Nadarajah et al., 2005; Grover et al., 2003); Active components: allyl isothiocyanate (Inoue et al., 1997; Simons et al., 2004)</td>
</tr>
<tr>
<td>46</td>
<td><em>Amygdalus communis</em></td>
<td>Antiulcer, anti-HIV, anti-inflammatory, proliferative activities, antidiabetic (Wijeratne et al., 2006; Frison et al., 2002; Shah et al., 2011); Active components: protein, fat, phosphorus, magnesium, zinc, sitosterol, daucosterol, uridine and adenosine, betulinic, oleic, and ursolic acids (Sang et al., 2002)</td>
</tr>
<tr>
<td>47</td>
<td><em>Anacardium occidentale</em></td>
<td>Active components: protein, fats, magnesium, zinc (NIN, 2014)</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td><em>Vitis vinifera</em>&lt;br&gt;葡萄干</td>
<td>Antioxidant (Ghrairi et al., 2012); cardioprotective (Barnes et al., 2011)&lt;br&gt;Active components: iron, flavonoids, fiber (Kaliora et al., 2009)</td>
</tr>
<tr>
<td>49</td>
<td><em>Cocos nucifera</em>&lt;br&gt;椰子</td>
<td>Wound healing (Srivastava and Durgaprasad, 2008); aphrodisiac, controls hemorrhoids, scabies, eczema, freckles, mange, mucolytic, antipsychotic, antiulcers, hypcholesterolemic (Saganuwan, 2010); immunomodulatory (Vigila and Baskaran, 2008); oil strengthens bones and muscles (Hayatullina, 2012); digestive health (Nevin and Rajamohan, 2010)&lt;br&gt;Active components: fat, iron, potassium, magnesium, chlorine, protein, fatty acids, fiber, citric acid (Saganuwan, 2010)</td>
</tr>
<tr>
<td>50</td>
<td><em>Sesamum indicum</em>&lt;br&gt;芝麻</td>
<td>Wound healing (Kiran and Asad, 2008); antianalgesic, antidepressant, bone strengthening, muscle strengthening, antihypertensive (Jhon Shi et al., 2011)&lt;br&gt;Active components: folic acid, phosphorus, magnesium, copper, calcium, iron, zinc, vitamin B, vitamin E, polyunsaturated fatty acids, antioxidants (Matsumura et al., 1998; Miyawaki et al., 2009; Jhon Shi et al., 2011)</td>
</tr>
<tr>
<td>51</td>
<td><em>Areca catechu L.</em>&lt;br&gt;槟榔</td>
<td>Anthelmintic (Thomas et al., 2007); antioxidant, anti-inflammatory/antimalanogenesis, hypoglycemic, antihypertensive, α-glucosidase inhibitory and hypoglycemic, hypolipidemic, antihypertensive, vascular-relaxation, antidepressant, wound healing, antimicrobial, antiradical capacity, antiallergic, central nervous system stimulant, anti-HIV activity, molluscicidal activity (Senthilamudhan et al., 2012)&lt;br&gt;Active components: polyphenols, alkaloid, fat (Senthilamudhan et al., 2012); calcium, phosphorus, iron, vitamin B₆ and vitamin C, (Ragavan 1958); arecoline (Thomas et al., 2007); phenolics and antioxidants (Sreeramulu and Raghunath, 2011)</td>
</tr>
<tr>
<td>52</td>
<td><em>Phoenix dactylifera</em>&lt;br&gt;枣</td>
<td>Antioxidant, antimutagenic, antimicrobial, anti-inflammatory, gastroprotective, hepatoprotective, nephroprotective, anticancer, immunostimulant, strengthens uterus muscles (Baliga et al., 2011); arrests postpartum hemorrhage (Khadeem et al., 2007)&lt;br&gt;Active Components: iron, serotonin, anthocyanins, phenolics, sterols, carotenoids, procyanidins, and flavonols (Baliga et al., 2011)</td>
</tr>
<tr>
<td>53</td>
<td><em>Lepidium sativum L.</em>&lt;br&gt;菠菜</td>
<td>Hypoglycemic, antioxidants, laxative, mucoprotective, aphrodisiac, carminative, galactagogue, and emmenagogue (Nadkarni, 2007); hypoglycemic activity (Eddouks et al., 2005); antihypertensive and diuretic (Maghrani, 2005)&lt;br&gt;Active components: protein, fat, iron, phosphorus, calcium, fiber, niacin, magnesium, antioxidants, phenolics (Agarwal and Sharma, 2013)</td>
</tr>
</tbody>
</table>
wound healing and prevention of bleeding, preventing infections, improving immunity, strengthening of muscles and bones, and nourishment. They correlate strongly with the most common postpartum morbidity conditions faced by Indian women and women in other parts of the world.

- A large number of studies have been reported in the literature examining the functions of various foods included in ethnic Indian postpartum care. Some of them have helped disprove beliefs held regarding adverse effects of foods leading to their exclusion. However, interestingly, no studies have been found that invalidate a belief regarding a specific potential functional property of a food. This indicates that there was likely a highly evolved understanding of human anatomy, physiology, and healthcare in ancient India, as well as the nature of foods and their compatibility with the body of a lactating mother even as she recovered from pregnancy and delivery.

- Predominantly, the consumed foods are cereals, spices, herbs, pulses, nuts, and dairy products. There is a clear lack of green leafy vegetables and fruits in the consumed foods.

- During postpartum care, some foods are used widely irrespective of geographic diversity in the country (marked by the symbol †). These foods are of two types: staple foods such as rice or wheat, and foods that are specifically included in postpartum care. Examples of the latter are milk and ghee (clarified butter), garlic, fenugreek, turmeric, Bishop’s weed, dried ginger, black and long pepper, cumin, betel leaves, areca nut and lime, and jaggery (i.e., brown sugar from sugarcane/palm instead of white sugar). Though these foods are consumed normally, they are consumed in larger quantities during postpartum care due to

### TABLE 29.3 (Continued)

<table>
<thead>
<tr>
<th>Number</th>
<th>Foods and Common Beliefs</th>
<th>Potential Functional Properties and Active Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>54</td>
<td><strong>Asparagus recemosus†</strong></td>
<td>Galactagogue (Tabares et al., 2014); antihypertoxic and immunomodulatory (Goyal et al., 2003); antioxidant (Kamat et al., 2000)</td>
</tr>
<tr>
<td></td>
<td>Shathavari</td>
<td>Active components: induces prolactin (Gupta and Show,. 2011); shatavarine (Tabares et al., 2014)</td>
</tr>
<tr>
<td></td>
<td>Galactagogue</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Uterine tonic</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Maintains health</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Provides energy</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Shahin and Ahmad, 2014; Awadesh et al., 2008; Manisha et al., 2012; Ajesh and Kumuthakalavalli, 2012)</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td><strong>Azadirachta indica</strong></td>
<td>Antipyretic, anti-inflammatory, antiviral, antibacterial, antifungal antimalarial, diuretic (Pant et al., 1986; Biswas et al., 2002); immunomodulatory (Ray et al., 1996; Sen et al., 1992)</td>
</tr>
<tr>
<td></td>
<td>Neem leaves</td>
<td>Active compounds: cyclic trisulphide (Sidiqui, 1942); cyclic tetrasulphide (Mitra, 1963); irodin A (WHO 2008; Anyaehie, 2009); azadiractin, meliantriol, salannin, nimbin, nimbidin (National Research Council, 1992)</td>
</tr>
<tr>
<td></td>
<td>Prevents uterine infections</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Prevents abdominal itching</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Controls excessive menstrual bleeding (Awadesh et al., 2008; Manisha et al., 2012; Ajesh and Kumuthakalavalli, 2012)</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td><strong>Piper betle</strong></td>
<td>Digestion-stimulating, aromatic, carminative (Shi et al., 2011); antidiabetic, antiproliferative, and antinociceptive (Arumbewela et al., 2005); phenolics with antimutagenic, antitumor, and antioxidant activities (Paranjpe et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>Betel leaves</td>
<td>Active components: iron, β-carotene, magnesium, copper, manganese, zinc, phenols, hydroxycavicol, and cavibetol (Paranjpe et al., 2013)</td>
</tr>
<tr>
<td></td>
<td>Wound healing (Prasad and Aggarwal et al., 2011)</td>
<td></td>
</tr>
</tbody>
</table>
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strong beliefs that they enable specific functions. On the other hand, many of the consumed foods are used only in specific regions, as seen in Table 29.4 and in the diversity of the sample postpartum menus presented in Section 29.4.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Basis</th>
<th>Food</th>
<th>Food Formulations and Supplements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galactagogue</td>
<td>Clinical studies</td>
<td><em>Moringa oleifera</em>/<em>drumstick leaves</em></td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Trigonella foenum graecum</em>/<em>fenugreek</em></td>
<td>Methi dosa/methi paratha, decoctions, spice in foods</td>
</tr>
<tr>
<td></td>
<td></td>
<td>leaves and seeds (Turkyilmaz et al., 2011; Gabay, 2002; Mortel and Mehta, 2013)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Asparagus recemosus</em>/<em>shathavari wild</em></td>
<td>In powder form mixed with milk</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Gupta and Shaw, 2011)</td>
<td></td>
</tr>
<tr>
<td>In vivo studies</td>
<td></td>
<td><em>Trigonella foenum graecum</em>/<em>fenugreek</em></td>
<td>Methi dosa/methi paratha, decoctions, spice in foods</td>
</tr>
<tr>
<td></td>
<td></td>
<td>seeds (Tabares et al., 2014)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa L</em>/<em>black cumin seeds</em></td>
<td>Decoction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Hosseinzadeh et al., 2013)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Foenicum vulgare</em>/<em>fennel seed</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Mills and Bone, 2000; Shah et al., 1991; Abascal and Yarnell, 2008)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Pimpinella anisum L</em>/<em>anise seed</em></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Hosseinzadeh et al., 2014; Eiben et al., 2004)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Allium sativum</em>/<em>garlic</em></td>
<td>Many food formulations</td>
</tr>
<tr>
<td>In vitro studies</td>
<td></td>
<td>(Nice, 2011)</td>
<td></td>
</tr>
<tr>
<td>Wound Healing, Preventing Infections, and Improving Immunity</td>
<td>Clinical studies</td>
<td><em>Momordica charantia</em>/<em>bitter gourd</em></td>
<td>Boiled vegetables</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Palamthodi and Lele, 2014; Ramalingum and Mahomooodally, 2014; Majumdar and Debnath, 2014)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/<em>black cumin seeds</em></td>
<td>Decoction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Paarkh, 2010)</td>
<td></td>
</tr>
<tr>
<td>In vivo studies</td>
<td></td>
<td><em>Lagenaria siceraria</em>/<em>bottle gourd</em></td>
<td>Boiled vegetables</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Deshpande et al., 2008)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Sesamum indicum L</em>/<em>sesame seeds and oil</em></td>
<td>Seasoning and sweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Kiran and Asad 2008; Joshi et al., 2005; Saleem et al., 2012)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Curcuma longa</em>/<em>turmeric</em></td>
<td>Seasoning</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Suryanarayana et al., 2003; Arun and Nalini, 2002; Mahady, 2002; Chattopadhyay, 2004; Misra and Sahu, 1977; Kurup and Barrios, 2007)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Azadirachta indica</em>/<em>neem leaves</em></td>
<td>Paste</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Biswas et al., 2002; Ray et al., 1996; Sen et al., 1992)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Allium sativum</em>/<em>garlic</em></td>
<td>Many food formulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Jalali et al., 2009; Harris et al., 2001)</td>
<td></td>
</tr>
</tbody>
</table>

(Continued)
TABLE 29.4 (Continued)
Potential Functional Foods in Traditional Indian Postpartum Care

<table>
<thead>
<tr>
<th>Functions</th>
<th>Basis</th>
<th>Food</th>
<th>Food Formulations and Supplements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preventing Blood Loss and Anemia</td>
<td>Clinical studies</td>
<td><em>Cicer arietinum</em> chickpeas (Crujeiras et al., 2007)</td>
<td>Boiled in gravy</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Phoenix dactylifera</em> date fruit (Khadeem et al., 2007)</td>
<td>Sweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Murraya koenigii</em> curry leaves (Handral et al., 2012)</td>
<td>Seasoning, powder</td>
</tr>
<tr>
<td></td>
<td>In vivo studies</td>
<td><em>Sesbania grandiflora</em> agathi leaves (Zarena et al., 2014; Nataraj et al., 2012; Gowri and Vasantha, 2010)</td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td>In vitro studies</td>
<td></td>
<td><em>Murraya koenigii</em> curry leaves (Handral et al., 2012; Shah and Juvekar, 2010)</td>
<td>Seasoning, powder</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Moringa oleifera</em> drumstick leaves (Marruo et al., 2013; Busani et al., 2011; Moyo et al., 2012)</td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Solanum nigrum</em> manathakali leaves and fruit (Saleem et al., 2009; Jain et al., 2011; Shanmugam et al., 2012; Chou et al., 2008)</td>
<td>Boiled vegetables</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Curcuma longa</em> turmeric (Mahady, 2002; Chattopadhyay, 2004)</td>
<td>Many food formulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Sesamum indicum L.</em> sesame seeds and oil (Joshi et al., 2005)</td>
<td>Seasoning and sweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Oryza sativa</em> rice (Joshi et al., 2005)</td>
<td>Staple food</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Lagenaria siceraria</em> bottle gourd (Oragwa et al., 2013)</td>
<td>Boiled vegetables</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Moringa oleifera</em> drumstick (Siddhuraju and Becker 2003)</td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Zingiber officinale</em> ginger and dried ginger (Mahady, 2005; Mishra et al., 2012)</td>
<td>Paste, dried powder, seasoning, decoctions</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Sesbania grandiflora</em> agathi leaves (Siegel et al., 2014; Nataraj et al., 2012; Gowri and Vasantha, 2010)</td>
<td>boiled vegetables/soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Piper nigrum</em> black pepper (Damanhouri and Ahmad, 2014; Majdalaweih and Carr, 2010)</td>
<td>In rasam, concoctions, gravies</td>
</tr>
</tbody>
</table>
### Table 29.4 (Continued)
Potential Functional Foods in Traditional Indian Postpartum Care

<table>
<thead>
<tr>
<th>Functions</th>
<th>Basis</th>
<th>Food</th>
<th>Food Formulations and Supplements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/black cumin seeds</td>
<td>Decoction</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(Erşahin et al., 2010; Asgary et al., 2012)</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>Cicer arietinum</em>/chickpeas</td>
<td>(Yang et al., 2007; Wang et al., 1996)</td>
<td>Boiled in gravy</td>
</tr>
<tr>
<td><em>In vitro studies</em></td>
<td>Cow’s milk (Unal, 2005)</td>
<td><em>Murraya koenigii</em>/curry leaves (Handral et al., 2012)</td>
<td>Sweet pudding, fluids</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Moringa oleifera</em>/drumstick leaves (Ilyas et al., 2015)</td>
<td>Seasoning, powder</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Allium sativum</em>/garlic (Zhang et al., 2008)</td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Piper Betel</em>/betel leaves (Chakroborty and Shah, 2011)</td>
<td>Many food formulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cicer arietinum</em>/chickpeas (Jukanti et al., 2012)</td>
<td>Betel leaf quid</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Zingiber officinale</em>/ginger (Ferri-Lagneau et al., 2012; Geng et al., 2012)</td>
<td>Paste, dried powder, seasoning, decoction</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Sesamum indicum L.</em>/sesame oil (Serra et al., 2011)</td>
<td>Steamed or shallow fat-fried pieces</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/black cumin seeds (Paarkh, 2010)</td>
<td>Seasoning and sweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cocos nucifera</em>/coconut (Hayatullina, 2012)</td>
<td>Decoction</td>
</tr>
<tr>
<td><em>In vitro studies</em></td>
<td>Cow’s milk (Unal, 2005)</td>
<td><em>Gingelly</em>/sesame oil (Serra et al., 2011)</td>
<td>Sweet pudding, fluids</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cicer arietinum</em>/chickpeas (Gruber and O’Brien, 2011; Jukanti et al., 2012)</td>
<td>Seasoning and sweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Beta vulgaris</em>/beetroot (Ninfali and Angelino, 2013)</td>
<td>Boiled in gravy</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><em>Strengthening of Bones and Muscles</em></td>
<td>Clinical studies</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Fish/shark, catfish, anchovy, dried fish (Pierre and Zalloua et al., 2007)</td>
<td>Steamed or shallow fat-fried pieces</td>
</tr>
<tr>
<td><em>In vivo studies</em></td>
<td></td>
<td><em>Sesamum indicum L.</em>/sesame oil (Serra et al., 2011)</td>
<td>Seasoning and sweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/black cumin seeds (Paarkh, 2010)</td>
<td>Decoction</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cocos nucifera</em>/coconut (Hayatullina, 2012)</td>
<td>Fresh and dried forms</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cow’s milk (Unal, 2005)</td>
<td>Sweet pudding, fluids</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Gingelly</em>/sesame oil (Serra et al., 2011)</td>
<td>Seasoning and sweets</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cicer arietinum</em>/chickpeas (Gruber and O’Brien, 2011; Jukanti et al., 2012)</td>
<td>Boiled in gravy</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Beta vulgaris</em>/beetroot (Ninfali and Angelino, 2013)</td>
<td>Boiled vegetables</td>
</tr>
<tr>
<td><em>Enable Smooth Bowel Movement</em></td>
<td>Clinical studies</td>
<td><em>Piper nigrum</em>/black pepper (Liu et al., 1997; Suseelappan, 1991)</td>
<td>In rasam, concotions, gravies</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Foenicum vulgare</em>/fennel seed (Srinivasjois, 2009)</td>
<td>Decoctions</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cicer arietinum</em>/chickpeas (Murty et al., 2010)</td>
<td>Boiled in gravy</td>
</tr>
<tr>
<td><em>In vivo studies</em></td>
<td></td>
<td><em>Ferula asafoetida</em>/asafoetida (Patel and Srinivasan 2006; Patel and Srinivasan 2002)</td>
<td>Seasonings, powders</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Trachyspermum annii L.</em>/Bishop’s weed (Krishnamoorthi and Madalageri, 1999)</td>
<td>Decoctions</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/black cumin seeds (Paarkh, 2010)</td>
<td>Decoctions</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cuminum cyminum</em>/cumin seeds (Nadkarni, 2007; Chopra et al., 1996)</td>
<td>Seasonings, decoctions, concotions</td>
</tr>
</tbody>
</table>

(Continued)
TABLE 29.4 (Continued)
Potential Functional Foods in Traditional Indian Postpartum Care

<table>
<thead>
<tr>
<th>Functions</th>
<th>Basis</th>
<th>Food</th>
<th>Food Formulations and Supplements</th>
</tr>
</thead>
<tbody>
<tr>
<td>In vitro studies</td>
<td></td>
<td><em>Piper nigrum</em>/black pepper (Matsuda, 2008)</td>
<td>Powder, concoctions, cushiness</td>
</tr>
<tr>
<td>Strengthening the Nervous System</td>
<td>Clinical trial</td>
<td><em>Trachyspermum copticum</em> L./Bishop’s weed (Jabbar et al., 2006)</td>
<td>Decoctions</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Phaseolus vulgaris</em> L./beans (Bourdon et al., 2001)</td>
<td>Soups, boiled vegetables</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/black cumin seeds (Leong et al., 2013; Paarkh, 2010)</td>
<td>Decoctions</td>
</tr>
<tr>
<td>In vivo studies</td>
<td></td>
<td><em>Solanum nigrum</em>/manathakali leaves and Fruit (Atanu and Ajayi, 2011)</td>
<td>Boiled vegetables</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Murraya koenigii</em>/curry leaves (Handral et al., 2012)</td>
<td>Seasoning, powder</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Sesbania grandiflora</em>/agathi leaves (Kasture et al., 2002)</td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Phaseolus mungo</em>; <em>vigna radiata</em>/<em>green gram</em>/mung bean (Tang et al., 2014)</td>
<td>Gravy</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/black cumin seeds (Leong et al., 2013; Paarkh, 2010)</td>
<td>Decoctions</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Pimpinella anisum</em> L./anise seed (Shojaii and Fard, 2012)</td>
<td>Sweet balls</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Moringa oleifera</em>/drumstick leaves (Bakre et al., 2013)</td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Lepidium sativum</em> L./garden cress (Maghrani, 2005)</td>
<td>Sweet balls</td>
</tr>
<tr>
<td>In vitro studies</td>
<td></td>
<td><em>Moringa oleifera</em>/drumstick seeds (Anwar and Gilani, 2007)</td>
<td>Boiled vegetables, soups</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Cow’s milk</em> (Unal, 2005)</td>
<td>Sweet pudding, fluids</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Fish</em> (Wu et al., 2008)</td>
<td>Steamed, shallow fat-fried</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Areca catechu</em>/betel nut (Senthilmudhan et al., 2012)</td>
<td>Betel leaf quid</td>
</tr>
<tr>
<td>Antidepressive and Antinociceptive</td>
<td>In vivo studies</td>
<td><em>Coriandrum sativum</em>/corriander seeds (Rathore et al., 2012; Emamghoreiashi and Heidari-Hamedani, 2005; Emamghoreiashi et al., 2005)</td>
<td>Boiled, dried, concoction</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Allium sativum</em>/garlic (Dhingra and Kumar, 2008)</td>
<td>Many food formulations</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Oryza sativa</em>/rice (Caius, 1986)</td>
<td>Staple food</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Zingiber officinalis</em>/ginger and dried ginger (Lakshmi and Sudhakar, 2010; Felipe et al., 2008)</td>
<td>Paste, dried powder, seasoning, decoctions</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Papaver somniferum</em>/poppy seeds (Kaplan, 1994)</td>
<td>Sweet porridge, concoction</td>
</tr>
<tr>
<td></td>
<td></td>
<td><em>Nigella sativa</em>/black cumin seeds (Perveen et al., 2009)</td>
<td>Decoction</td>
</tr>
</tbody>
</table>

(Continued)
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• The information in "the "Foods and Common Beliefs" and "Potential Functional Properties and Active Components" columns is not always necessarily from the same sources. This indicates a major gap in the literature that has to be actively filled by future research.

• While the many studies cited in Table 29.3 show clear evidence that traditional foods have significant nutritive value and are useful in promoting health, it remains equally true that more than 50% of women suffer from anemia, one-third of married women have BMI less than 18.5 kg/m², and more than 60% of children suffer from food deficiency, which impacts their weight-for-age and height-for-age measurements. This is a major contradiction; it indicates that the traditional knowledge is not practiced sufficiently and that nutritional supplements prescribed for postpartum women are not consumed properly.

• One of the common observations is that certain foods are specifically avoided based on traditional beliefs. This is based on classification of foods as “hot” or “cold.” It is believed that pregnancy is a state of hotness and that delivery renders the body in a colder state. Therefore “cold” foods are avoided during postpartum period (Rao et al., 2014). A scientific basis for avoiding specific foods during the postpartum period does not exist currently. Examining if certain foods cause postpartum morbidity is an open problem.

• In the case of some of the avoided foods and practices, probable causes may be found from a historical perspective. In the past, infections from food were most commonly contracted through water and foods that are vulnerable to infestation with worms and insects. The most vulnerable groups for such infections were lactating mothers, infants, and children. This could be one of the reasons why juicy foods such as fruits, and many vegetables including Abelmochus esculentus (okra or ladies finger), Solanum melongena (brinjal or eggplant), and Trichosanthes cucumerina (snake gourd) are avoided. This could also be a reason to restrict water intake in the postpartum period, a common practice across India. Further, increased consumption of water would fill the bladder quickly resulting in the need for frequent micturition. In the past, given the lack of toilets in households, postpartum women had to walk long distances for micturition and defecation, both of which were

<table>
<thead>
<tr>
<th>Functions</th>
<th>Food</th>
<th>Food Formulations and Supplements</th>
</tr>
</thead>
<tbody>
<tr>
<td>In vitro studies</td>
<td><em>Moringa oleifera</em> drumstick leaves (Asiedu-Gyekye et al., 2014)</td>
<td>Boiled vegetables/soups</td>
</tr>
<tr>
<td>In vitro studies</td>
<td><em>Areca catechu</em> L./betel nut (Senthilamudhan et al., 2012)</td>
<td>Betel leaf quid</td>
</tr>
<tr>
<td>In vitro studies</td>
<td><em>Curcuma longa</em> turmeric (Ahmad et al., 2008 and references therein)</td>
<td>Many food formulations</td>
</tr>
</tbody>
</table>
considered risky, especially at night. This was also a cause for giving less food to postpartum women in order to minimize bowel movement. Even today, communities believe that postpartum women may be affected by the evil eye when venturing outside (Rao et al., 2014).

29.3.2 FUNCTIONAL FOODS IN TRADITIONAL INDIAN POSTPARTUM CARE

Based on Table 29.3, it may be seen that many of the traditional foods in Indian postpartum care have been found to possess significant health benefits. For a lactating mother, these foods are used to nourish and strengthen her and the infant. On the other hand, there are common postpartum morbidities. It is possible to mitigate these morbidities by well-designed nutritional interventions, where specific traditional foods serve as functional foods. Recognizing exact roles played by the foods in mitigating morbidities and designing nutritional interventions are open research problems. However, as a first step, based on an analysis of the existing literature on postpartum morbidities and on ethnic postpartum foods, beliefs, and practices, eight food functions in postpartum care are postulated below:

- Nourishment
- Wound healing/preventing infection/improving immunity
- Preventing blood loss and anemia
- Strengthening muscles and bones
- Strengthening nervous system
- Strengthening digestive system
- Galactagogue
- Antidepressant

Through the above functions, a paradigm is sought to be framed for classifying ethnic Indian postpartum foods as functional foods by mapping the needs arising from postpartum morbidity conditions with the various functions that these foods can serve. A schematic depicting this is presented in Figure 29.2. Based on the available clinical studies, in vivo studies, in vitro studies, and determination of active ingredients, the foods surveyed in Table 29.3 are now classified as functional foods in Table 29.4. A food may be classified as a functional food only when there is a clinical validation of its food function. However, it must be emphasized that a broader definition of functional foods is adopted in this classification. Table 29.4, taken together with Table 29.3, immediately shows the vast potential for research in identifying and establishing food functions, determining the active ingredients that are responsible for the observed food functions, and their biological mechanisms of action. Of the eight food functions, nourishment is the fundamental requirement for a postpartum mother. Some of the main sources of the various macro- and micronutrients in traditional Indian postpartum diets are listed later in the chapter (see Box 29.1, Section 29.4). However, since all foods provide nourishment in some form or the other, studies establishing the function of nourishment have not been specifically sought.

Tables 29.4 also lists some of the traditional postpartum food formulations that use these foods. Recipes of selected formulations are presented in Section 29.4. Based on these formulations, sample menus for the day may be arrived at for regions with rice-based staple foods and wheat-based staple foods. These menus are presented and discussed in Section 29.4. They may be considered as the basis for estimating the average nutritional status available for lactating mothers consuming traditional postpartum diets in India. This is likely to be true especially for urban women and those who work moderately to heavily. An analysis of the nutritive content of the food provides a basis for evaluating the traditional food practices from the perspective of immunity and infection.
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**FUNCTIONAL FOODS**
- Strengthening of Digestive System
- Strengthening of Muscles, Bones (Mg, Ca, Protein, Zn, etc.)
- Urinary Tract Infection, Respiratory Tract Infection, Vaginal Tract Infection, Breast Infection, and Fevers
- Weakness, Malnourishment, Tiredness
- Haemorrhage, Anemia
- Preventing Blood Loss & Anemia
- Strengthening of Nervous System
- Eclampsia, Pre-eclampsia, Hypertension, and Headache
- Lack of Smooth Bowel Movement, GI Tract Infection, Constipation, Rectal Bleeding
- Agalactorrhea
- Galactagogue
- Antidepressant
- Postpartum Depression
- Backache Pain, Abdominal Pain, Lower Limbs Pain, Swelling, Incontinence

**HEALTHY MOTHER AND CHILD**
- Wound Healing/Preventing Infection/Boosting Immunity (Anti-inflammatory, Antioxidants, Immunomodulation, Antiviral/Bacterial/Fungal, etc.)
- Nourishment (Macro- and Micronutrients)

**POSTPARTUM MORBIDITY CONDITIONS**
- Functional Foods
- Strengthening of Muscles, Bones
- Strengthening of Digestive System
- Strengthening of Nervous System
- Preventing Blood Loss & Anemia
- Strengthening of Nervous System
- Haemorrhage, Anemia
- Weakness, Malnourishment, Tiredness
- Eclampsia, Pre-eclampsia, Hypertension, and Headache
- Lack of Smooth Bowel Movement, GI Tract Infection, Constipation, Rectal Bleeding
- Agalactorrhea
- Galactagogue
- Antidepressant
- Postpartum Depression
- Backache Pain, Abdominal Pain, Lower Limbs Pain, Swelling, Incontinence

**FIGURE 29.2** Different levels of the support system for maternal health care in India. (CSSM, Child Survival and Safe Motherhood Programme; JSY, Janani Suraksha Yojana; RCH, Reproductive and Child Health Programme; VMS, Vandemateram Scheme.)
BOX 29.1 TRADITIONAL INDIAN POSTPARTUM FOOD FORMULATIONS/SUPPLEMENTS

SWEET BALLS: Edible gum sweet balls (Dink laddu), Fenugreek sweet balls (Methi laddu), Garden cress seeds (Aliv) sweet balls (Aliv laddu), Ginger powder sweet balls (Sonth laddu), Jaggery cheese sweet balls (Jaggery rasagulla)

PUDDING/PORRIDGE: Wheat flour sweet porridge (raab), Rice pudding (akki payasam), Rice and chickpea pudding, Asparagus recemosus paste (shathavari gulaam herbal jam/paste), Milk sweet pudding (poppy seeds or khas khas keer/almonds (badam keer) /tapioca sago/finger millet), Morinda reticulata thick porridge (neyvallikurukku), Coconut flower thick porridge (poonkula kurukku), Pulses and lentils mixed porridge (navadhaniam kanji), Condensed milk with dried ginger and nuts (kharani)

FLUIDS/CONCOCTIONS: Dill seeds concoction (sepyacha pani), Dill seeds and fenugreek seeds water (suva methi pani), Carom seeds (ajwain) water, Fennel seeds (saunf) water, Carom and fennel seeds water (ajwain aur saunf ka panji), Barley and fennel water (jau aur saunf ka panji), Holy basil (tulsi) water, Cumin (jeera) water, Black cumin seed concoction, Indian gooseberry wine with jaggery (nellikka arishtam), Orange peel tea, Mint tea, Ginger tea, Coriander seeds and ginger tea, Bishop—weed tea, Almond (badaam) milk, Hot milk with turmeric, Hot milk with dried ginger, Hot milk with ajwain, Black pepper soup (miliagu rasam), Cumin seeds soup (jeeraga rasam), Long pepper soup (kandathippili rasam), Garlic soup (garlic rasam), Tomato and pumpkin leaves soup (tomato and pumpkin leaves rasam), Neem soup (neem rasam), Solanum nigrum soup (manathakali vathal rasam), Moringa leaves soup (murangai rasam), Mutton soup (Attin kaal soup), Spice soup (selavu rasam)

DESSERTS: Carrom seeds dessert (ajwain halwa), Finger millet dessert (mandua ka halwa), Green gram dal dessert (mung dal halwa), Postpartum special supplements (allilehyam, Prasava lehyam), Spinach dessert (amaranth halwa), Bishop weed dessert (ajwain halwa), Lentils dessert (lentils halwa), Garlic dessert (Poondu halwa), Palm jaggery dessert (karuppatty lehyam), Turmeric and neem leaves paste, Rice pudding, Harira (Ginger powder, black pepper, nutmeg, turmeric, caraway, betel nut and molasses jam/paste), Wheat flour dessert (sheera), Broken wheat and jaggery dessert (Dalai kheer)

MIXTURE/PowDER: Panjiri (whole-wheat flour fried in sugar and ghee, heavily laced with dried fruits and herbal gums), Chutney powder (bananti podi), Balanti kashaya powder (energy drink powder), Phakki (postnatal delivery powder), Postnatal special chutney powder (angaya podi) and (Kalathu powder), Balanti Podi-Chutney powder

MAIN COURSE RECIPES:

STAPLE FOODS: Boiled rice, Wheat bread (chapathi: unleavened wheat bread baked on a griddle, paratha: unleavened wheat bread fried on a griddle), Carom seeds fried breads (ajwain paratha), Spinach fried bread (palak paratha), Milk solids fried bread (paneer paratha), Fenugreek fried breads (methi paratha), Fenugreek leaves fried breads (methi poori—deep-fried in hot oil), Green gram dal and rice staple mixture (mung dal vegetable kitcheri), Parboiled rice porridge (puzhungal arisi kanji), Raw rice pancakes (akki dosa), Garlic rice, Solanum nigrum dried fruit gravy with rice, Fenugreek pancake (dosa), Fermented rice + black gram flour: steamed/pancakes (idli or dosa), Rice flour extrusion (sevai)

BOILED VEGETABLES, DAL, AND CURRIES: Black pepper curry (milalu kozhambu), Garlic curry (poondu kuzhambu), Curry leaves curry (karavapellai kozhambu), Dal chutney (paruppu thuvayal), Puffed rice with banana, Eggplant tender and neem leaves boiled vegetables, Garlic and cloves salt pickle, Redgram dal, Moringa and Sesbania grandiflora leaves boiled vegetables (drumstick leaves and agathi leaves poriyal), Ivy gourd fry (Tindora fry), Dal and vegetable boiled mix (Poricha kootu), Tomato sweet chutney, Mung dal, Citron dried pickle (Narthangai salt pickle), Bottle gourd boiled vegetables, Yam and raw banana boiled and blended with spice (Mulagushiyam)

NON-VEGETARIAN FOODS: Dried anchovy fish, Shark fry, Egg, Fish curry, Red meat and liver curry/soup, Mutton soup (Attin kaal soup)
29.4 TRADITIONAL FOOD FORMULATIONS AND POSTPARTUM MENUS

The foods listed in Tables 29.3 and 29.4 are mainly consumed through many traditional food formulations/supplements, which form the postpartum menus for new mothers. Some of the common food formulations are listed in Table 29.4. Excluding the staple foods such as boiled rice, wheat breads (e.g., chapathi), boiled vegetables, and raw cut fruits, the remaining formulations may be classified into six types: sweet balls, pudding/porridge, fluids/concoctions, desserts, mixture/powder (dry), and main course recipes. Some of these traditional supplements are listed below in Box 29.1. A collection of standardized recipes for all these formulations and their analysis are beyond the scope of this chapter. However, to provide a sense of the types of formulations, their methods of preparation, and their potential food functions, recipes are presented for selected formulations (bold-faced), for which an estimation of the macro- and micronutrient content is also provided in Box 29.2. Note that the composition of the traditional food supplements in terms of their nutrient content is presented per 100 g of cooked weight. Ingredients whose quantities are less than 5 g have not been included in the estimation of nutritive content. The quantities of ingredients are approximately what are necessary for a daily serving. Unless otherwise specified, all the pulses are hulled and split. Chickpeas are consumed hulled but not split.

From the recipes, it may be seen that the food formulations/supplements involve a blend of spices and herbs, except in the case of sweet balls and porridges. All foods are generally bland with only mild ginger/pepper-based hotness. Oily and deep-fried foods are avoided, though ghee (clarified butter) is used extensively. Most of the foods are steamed, boiled, or grilled with ghee. White sugar is avoided whereas brown sugar or jaggery (from sugarcane or palm) is preferred. Sweets made of jaggery are consumed extensively. From a survey of literature as well as from interviews conducted with elderly Indian women (see Section 29.5), it is clear that many herbs are used extensively in traditional postpartum foods, though a detailed analysis of the same deserves separate studies.

---

**BOX 29.2 RECIPES OF SELECTED TRADITIONAL INDIAN POSTPARTUM FOOD FORMULATIONS/SUPPLEMENTS**

**Note:** 1 cup-60 g; 1/2 cup-30 g; 1 tsp-5 g; 1 tbsp-1 g:

**BOX 29.2A Recipe 1: Edible Gum Sweet Balls (Dink Laddu)**

**Origin/Practice:** East and North India

**Potential Food Function:** Wound healing

**Ingredients:**

- Dates: 12 g
- Dried Coconut: 25 g
- Cashews: 10 g
- Almonds: 5 g
- Raisins: 2.5 g
- Edible Gum: 5 g
- Poppy seeds: 1 tbsp (optional)
- cloves: 3
- Nutmeg grated: ½ tsp
- Jaggery (powdered): 10 g
- Ghee: 4 g

**Procedure:**

Deep fry the edible gums in ghee until they are light and puff up, and pound them into a fine paste. Mix chopped dates, raisins, toasted poppy seeds, almonds, cashews, dried coconut, ground cloves and nutmeg with fried edible gum. Prepare the jaggery syrup; add it to the mixture to make tightly pressed balls.

**Nutritive Value:** Energy: 154 kcal; Protein: 1.38 g; Fat: 8 g; Calcium: 34 mg; Iron: 1.4 g; β-Carotene: 33 μg; Fiber: 0.5 g; Vit. C: 0.4 mg; Carbohydrates: 19 g.

(Continued)
BOX 29.2B RECIPE 2: GARDEN CRESS SEEDS SWEET BALLS (ALIV LADDU)

**Origin/Practice:** East and North India

**Potential Food Function:** Galactagouge and nourishing

**Ingredients:**
- Garden cress (aliv) seeds: 30 g
- Grated fresh coconut: 20 g
- Jaggery: 40 g
- Almonds chopped: 5 g
- Cashew nuts chopped: 5 g
- Raisins: 4 g
- Ghee: 10 g
- Cardamom powder: ½ tsp

**Procedure:**
1. Soak aliv seeds in coconut water for 2 hours.
2. Add grated fresh coconut and jaggery, saute for a minute, and add soaked aliv seeds in a hot pan.
3. Cook over medium heat until thick. Add almonds, cashew nuts, raisins, and cardamom powder and mix well.
4. Stir until the mixture turns thick.
5. Let it cool and press tightly into balls.

**Nutritive Value:**
- Energy: 324 kcal
- Protein: 325 g
- Fat: 134 g
- Calcium: 156 mg
- Iron: 11 g
- Folic acid: 2.5 μg
- β-Carotene: 11 μg
- Fiber: 0.8 g
- Vit. C: 0.2 mg
- Carbohydrates: 45 g

---

BOX 29.2C RECIPE 3: JAGGERY CHEESE SWEET BALLS (JAGGERY RASAGULLA)

**Origin/Practice:** West India

**Potential Food Function:** Strengthening of the body

**Ingredients:**
- Milk: 120 mL
- Water: ¾ cup
- Jaggery: 50 g
- Lemon juice: 1½ tbsp
- Cardamom powder

**Procedure:**
1. In a vessel, bring the milk to a boil. Add a tablespoon of lemon juice to it and mix until the milk curdles and separates.
2. Strain the paneer (milk solids) in a muslin cloth and squeeze the excess water.
3. Kneed the paneer to make smooth pliable and make into small smooth round balls.
4. Prepare jaggery syrup with water keep the syrup in medium flame, and add the rasagullas carefully. Serve chilled.

**Nutritive Value:**
- Energy: 216 kcal
- Protein: 4 g
- Fat: 5 g
- Calcium: 120 mg
- Iron: 2 g
- Folic acid: 2.4 μg
- β-Carotene: 64 μg
- Fiber: 0 g
- Vit. C: 2.4 mg
- Carbohydrates: 53 g

---

BOX 29.2D RECIPE 4: SWEET MILK PUDDING (KHUS KHUS KHEER)

**Origin/Practice:** West India and North India

**Potential Food Function:** Analgesic: relieves abdominal pain

**Ingredients:**
- Poppy seeds soaked: 20 g
- Rice soaked: 20 g
- Grated coconut: 20 g
- Milk: 60 mL
- Sugar: 20 g
- Ghee: 20 g
- Cashew nuts broken: 4 - 6 nos
- Cardamom powder: ¼ tsp

**Procedure:**
1. Grind poppy seeds, rice, and coconut to a fine paste. Strain this paste. Heat milk, add sugar, while milk boils add the above paste and cardamom powder and stir well.
2. Cook for 2-3 minutes. When the kheer becomes thick, add fried cashew nuts along with ghee and mix well.

**Nutritive Value:**
- Energy: 541 kcal
- Protein: 10 g
- Fat: 37 g
- Calcium: 366 mg
- Iron: 4 g
- Folic acid: 6 μg
- β-Carotene: 155 μg
- Fiber: 2 g
- Vit. C: 1.4 mg
- Carbohydrates: 50 g

(Continued)
BOX 29.2E RECIPE 5: ALMOND MILK (BADAM MILK)

*Origin/Practice:* North India and West India

*Potential Food Function:* Provides energy and nourishment

**Ingredients:**
- Almonds: 20 g
- Milk: 200 mL
- Sugar: 10 g
- Saffron, few strands
- Green cardamom powder: ¼ tsp

**Procedure:**
- Wash and soak almonds in lukewarm water and after 5 minutes peel the skin.
- Bring 2 cups of milk to a boil; add saffron, sugar, and cardamom powder. Simmer for 2 minutes.

**Nutritive Value:**
- Energy: 149 kcal
- Protein: 9 g
- Fat: 8 g
- Calcium: 166 mg
- Iron: 1.1 g
- Folic acid: 30.4 µg
- β-Carotene: 113.6 µg
- Fiber: 0.18 g
- Vit. C: 4 mg
- Carbohydrates: 31 g

BOX 29.2F RECIPE 6: CAROM / BLACK CUMIN / DILL SEEDS CONCOCTION

*Origin/Practice:* All over India

*Potential Food Function:* Galactagogue, anti-inflammatory and analgesic

**Ingredients:**
- Carom: 10 g (or)
- Black cumin seeds: 10 g (or)
- Dill seeds: 10 g
- Water: 200 mL

**Procedure:**
- Clean black cumin seeds and fry the seeds in a pan. After 5 minutes grind it to coarse powder.
- Add two glasses of water and boil until it becomes one glass. Add a pinch of asafoetida and drink it hot. Same procedure can be followed with dill seeds or ajwain.

**Nutritive Value:**
- Energy: 36 kcal
- Protein: 2 g
- Fat: 1.5 g
- Calcium: 108 mg
- Iron: 1 g
- β-Carotene: 52 µg
- Fiber: 1.2 g
- Vit. C: 0.3 mg
- Carbohydrates: 4 g

BOX 29.2G RECIPE 7: (LONG PEPPER SOUP) KANDANTHIPPILI RASAM

*Origin/Practice:* South India

*Potential Food Function:* Anti-inflammatory and antioxidant

**Ingredients:**
- Tamarind: half the size of a lemon
- Salt: to taste
- Pepper: 3 g
- Cumin seeds: 3 g
- Long pepper: 5 g
- Red dal: 5 g
- Dry red chilis: 1 no
- Asafoetida: a pinch
- Mustard seeds: ¼ tsp
- Curry leaves: few
- Ghee: 10 g

**Procedure:**
- Fry pepper, cumin seeds, kandathippili, red dal and red chili in a spoon of ghee till golden brown and grind to a powder.
- In a vessel, pour a cup of water, add tamarind, salt, and asafoetida and allow it to boil till raw smell of the tamarind is lost.
- Add the ground powder and bring it to a boil. Add 3 more cups of water and bring to a boil until frothy. In a small pan, heat ghee and temper it with mustard seeds and curry leaves and pour it over the rasam.

**Nutritive Value:**
- Energy: 136 kcal
- Protein: 1.6 g
- Fat: 10 g
- Calcium: 74 mg
- Iron: 4 g
- Folic acid: 5 µg
- β-Carotene: 70 µg
- Fiber: 0.8 g
- Vit. C: 0.1 mg
- Carbohydrates: 10 g

(Continued)
BOX 29.2H RECIPES 8: GARLIC SOUP (GARLIC RASAM)

Origin/Practice: South India
Potential Food Function: Wound healing and galactagogue

Ingredients:
- Tamarind: 5 g
- Garlic: 10 g
- Tomato juice: 10 mL
- Whole black pepper: 1 tsp
- Cumin seeds: 3 g
- Red dal: 5 g
- Ghee: 5 g
- Mustard: ½ tsp
- Cumin / jeera seeds: ½ tsp
- Curry leaves: few
- Coriander leaves: finely chopped
- Salt as required

Procedure:
Dry grind whole black pepper, cumin seeds, and 1 garlic clove. Take tamarind extract (about 1 cup), add chopped tomatoes, salt, curry leaves, whole peeled garlic, crushed garlic, and the coarsely ground powder.
Boil over low flame until it thickens a little and the raw smell of the tamarind goes. Then add 1 ½–1 ¾ cup of water. Boil until it froths at the top. Before removing, add ghee.

Nutritive Value:
- Energy: 92 kcal
- Protein: 2 g
- Fat: 5 g
- Calcium: 20 mg
- Iron: 1.2 g
- Folic acid: 8.2 μg
- β-Carotene: 75 μg
- Fiber: 0.5 g
- Vit. C: 20 mg
- Carbohydrates: 9.6 g

BOX 29.2I RECIPE 9: POSTPARTUM SPECIAL PREPARATION (PRASA VA LEHIYAM)

Origin/Practice: South India
Potential Food Function: Anti-inflammatory, wound healing, and antioxidant

Ingredients:
- Rice, Long pepper (Arisithippi): 10 sticks
- Dry ginger: small piece
- Basil: 100 g
- Pepper: ½ tablespoon
- Coriander seeds: ½ tablespoon
- Cardamom: 2 or 3
- Jaggery: 100 g
- Ghee: 25 g

Procedure:
Sieve the powder. Slightly heat it in a frying pan. Mix a little water to form dough.
Take equal quantity of jaggery. Dissolve jaggery in a ladle of water and filter it. Now heat a heavy bottomed pan, add the dough and jaggery and stir well.
When half done and thick, add oil and ghee. Stir continuously and make small balls out of it, and consume a ball after the meal.

Nutritive Value:
- Energy: 608 kcal
- Protein: 0.4 g
- Fat: 25 g
- Calcium: 80 mg
- Iron: 3 g
- Folic acid: 0 μg
- β-Carotene: 150 μg
- Fiber: 0 g
- Vit. C: 0 mg
- Carbohydrates: 95 g

Note: This is a simple version of the supplement. There are significant variations in the recipe in different cultures and parts of India. This is a supplement where many herbs are added.
BOX 29.2 (Continued)  RECIPIES OF SELECTED TRADITIONAL INDIAN POSTPARTUM FOOD FORMULATIONS/SUPPLEMENTS

BOX 29.2J RECIPE 10: WHEAT FLOUR DESSERT (SHEERA)

Origin/Practice: South, North and West India
Potential Food Function: Nourishment

Ingredients: Procedure:
Wheat flour: 50 g Heat ghee and fry almonds and cashews. Set aside.
Ghee: 30 g; Sugar: 50 g Add the wheat flour in the ghee and fry it on low flame until it changes color to a dull pinkish and becomes fragrant.
Milk: 100 mL Add the hot milk slowly while stirring so as to avoid lumps. Add all the milk, stir well, and cover to let it cook for about 5 minutes on very low flame.
Almonds: 2 nos chopped; Cashews: 4 g Add sugar, almonds, cashews, saffron, and cardamom powder, stir well, and cover for a minute or two until cooked.
Cardamom powder: 1 tsp

Nutritive Value: Energy: 707 kcal; Protein: 9 g; Fat: 35 g; Calcium: 150 mg; Iron: 2.7 g; Folic acid: 26 μg; β-Carotene: 248 μg; Fiber: 1 g; Vit. C: 2 mg; Carbohydrates: 89 g.

BOX 29.2K RECIPE 11: BROKEN WHEAT DESSERT (DALIYA KHEER)

Origin/Practice: Many regions of North and West India
Potential Food Function: Nourishment

Ingredients: Procedure:
Broken wheat: 30 g; Milk: 120 mL; Water: 3-4 cups; Jaggery: 30 g; Powdered cardamom: ½ tsp; Ghee: 10 g; Cashew: 5 g; Raisins: 5 g. Wash broken wheat with water, pressure cook it thoroughly mash and cool it.

Heat 2 cups milk in a saucepan. Add powdered jaggery and cardamom to the milk. Add the wheat, stir and boil continuously until the jaggery has melted.
Roast cashews and raisins in ghee and add it to the kheer.

Nutritive Value: Energy: 378 kcal; Protein: 7 g; Fat: 17 g; Calcium: 134 mg; Iron: 2.0 g; Folic acid: 6 μg; β-Carotene: 127 μg; Fiber: 0.2 g; Vit. C: 2.5 mg, Carbohydrates: 63 g.
BOX 29.2L  RECIPE 12: FENUGREEK PANCAKE (DOSA)

**Origin/Practice:** South India

**Potential Food Function:** Galactagogus and smooth bowel movement

**Ingredients:**
- Parboiled rice: 100 g
- Fenugreek seeds: 20 g
- Black gram dal: 25 g
- Red dal: 10 g
- Salt and water as needed

**Procedure:**
Wash and soak the rice; wash and soak the black gram dal, red dal, and fenugreek seeds together for 3-4 hrs.
First add black gram dal, red dal, and fenugreek seeds for 10 mins before adding soaked rice. Grind it to smooth batter with required water and salt.
Let it ferment for 7 hours or overnight.
Pour it as pancake.

**Nutritive Value:**
- Energy: 533 kcal
- Protein: 20 g
- Fat: 2.1 g
- Calcium: 87 mg
- Iron: 3.5 g
- Folic acid: 71 μg
- β- Carotene: 42 μg
- Fiber: 2 g
- Vitamin C: 0 mg
- Carbohydrates: 108.5 g

BOX 29.2M  RECIPE 13: FENUGREEK FRIED BREADS (PARATHA)

**Origin/Practice:** North and West India

**Potential Food Function:** Galactagogus and smooth bowel movement

**Ingredients:**
- Wheat Flour: 60 g
- Fenugreek leaves: 30 g
- Garlic: 5 g
- Cumin seeds: 3 g
- Turmeric powder: 1 g
- Oil; Salt to taste

**Procedure:**
Crush garlic and ginger and make it a paste.
Wash and chop the fenugreek leaves and keep them aside. Heat 2 teaspoons of oil in a pan. Add the cumin seeds and fry for a few seconds, add the ginger garlic paste and fry for a few seconds.
Add chopped fenugreek leaves and turmeric powder and turn off the flame and let it cool.
Take the flour, salt, and fenugreek mixture in a bowl and combine. Make smooth and pliable dough.
Roll each ball into a circle. Heat a griddle and place the paratha with small quantity of oil until cooked.

**Nutritive Value:**
- Energy: 230 kcal
- Protein: 9 g
- Fat: 1 g
- Calcium: 212 mg
- Iron: 3 g
- Folic acid: 79 μg
- β- Carotene: 725 μg
- Fiber: 0.9 g
- Vitamin C: 16 mg
- Carbohydrates: 39 g

(Continued)
BOX 29.2 (Continued)  RECIPES OF SELECTED TRADITIONAL INDIAN POSTPARTUM FOOD FORMULATIONS/SUPPLEMENTS

BOX 29.2N  RECIPE 14: EGGPLANT TENDER NEEM LEAVES BOILED VEGETABLES

*Origin/Practice:* Many regions of South India

*Potential Food Function:* Anti-inflammatory

**Ingredients:**
- Eggplant: 120 g
- Tender neem leaves: 4 g
- Mustard oil: 1 tbsp; Turmeric powder: 1 g
- Salt to taste

**Procedure:**
Marinate the chopped eggplant cubes with turmeric powder and salt for 8 to 10 minutes. Heat oil in pan and fry the eggplant until turns to brown color and set aside. Fry the neem leaves over low heat until they turn brown. Mix and mash the fried brinjal with neem leaves and serve.

**Nutritive Value:**
- Energy: 378 kcal
- Protein: 7 g
- Fat: 17 g
- Calcium: 134 mg
- Iron: 2 g
- Folic acid: 5.7 μg
- β-Carotene: 127 μg
- Fiber: 0.2 g
- Vit. C: 2.5 mg
- Carbohydrates: 63 g

BOX 29.2O  RECIPE 15: MORINGA AND SESBANIA GRANDIFLORA BOILED VEGETABLES (PORIYAL)

*Origin/Practice:* Many regions of South India

*Potential Food Function:* Nourishment and galactagogue

**Ingredients:**
- Peanut oil: 3 mL
- Mustard seeds: 2 g
- Hulled and split black gram dal: 4 g
- Red chili: 1 no (for seasoning)
- Onion: 10 g
- Moringa leaves (drumstick leaves): 50 g
- Agathi leaves (sesbania grandiflora): 50 g
- Salt: to taste
- Shredded coconut: 10 g

**Procedure:**
Heat oil in a pan; add in the mustard seeds, dry red chili, and black gram dal. Wait until the dal turns golden brown. Add in the finely chopped onions and the salt. Saute until the onions are soft and slightly brown. Add in the cleaned, washed, and dried drumstick and agathi leaves. Saute in medium flame until the leaves are cooked and all the moisture has escaped. Add in the shredded coconut and saute briefly.

**Nutritive Value:**
- Energy: 143 kcal
- Protein: 8.2 g
- Fat: 5.7 g
- Calcium: 790 mg
- Iron: 2.7 g
- Folic acid: 1.3 μg
- β-Carotene: 6091 μg
- Fiber: 2 g
- Vit. C: 194 mg
- Carbohydrates: 15 g

(Continued)
BOX 29.2P RECIPE 16: BOTTLE GOURD BOILED VEGETABLES (SABZI)

**Origin/Practice:** South India

**Potential Food Function:** Galactagogue

**Ingredients:**
- Bottle gourd: 50 g
- Oil: 2 mL
- Mustard: 2 g
- Hull, split bengal gram dal: 10 g
- Onion: 20 g
- Red chili: 1 no
- Curry leaves: 1 strand
- Salt to taste

**Procedure:**
- In a pan add oil and heat; when the mustard starts spluttering add chopped onion, and one whole red chili, curry leaves and bengal gram dal, fry until the onion is golden brown color.
- Add the chopped bottle gourd, turmeric, and salt. Add ¼ cup of water and mix them well.
- Cook this for about 10 to 15 min until the vegetable is cooked and the water is completely drained.

**Nutritive Value:**
- Energy: 77 kcal
- Protein: 2 g
- Fat: 0.6 g
- Calcium: 26 mg
- Iron: 1.6 g
- Folic acid: 16 μg
- β-Carotene: 13 μg
- Fiber: 1 g
- Vit. C: 2.3 mg
- Carbohydrates: 9 g

BOX 29.2Q RECIPE 17: FISH CURRY

**Origin/Practice:** Many parts of South India, East and North India

**Potential Food Function:** Galactagogue, rich in polyunsaturated fatty acids and proteins

**Ingredients:**
- Fish: 250 g
- Lemon juice: 4 mL
- Turmeric powder: 2 g
- Salt to taste
- Mustard oil: 20 mL
- Mustard seeds: 2 g
- Black cumin seeds: 4 g
- Red chili: 1 no
- Bay leaf: 1 no
- Ginger paste: 5 g
- Garlic paste: 10 g
- Onions chopped: 50 g
- Mustard paste: 5 g
- Coriander powder: 5 g
- Fresh coriander leaves chopped: 5 g

**Procedure:**
- Marinate fish fillets with lemon juice, half a teaspoon of turmeric powder, and salt for half an hour. Heat two tablespoons of oil in a pan and shallow fry fish pieces on both sides until slightly browned.
- Heat remaining oil in the same pan, add mustard seeds, onion, whole red chili, and bay leaf and add ginger garlic paste. Add chopped onions and cook until slightly brown in color.
- Add mustard paste and coriander powder. Stir and cook masala until oil starts separating. Add two cups of water and salt bring to a boil and then add shallow fried fish.

**Nutritive Value:**
- Energy: 642 kcal
- Protein: 46 g
- Fat: 37 g
- Calcium: 1805 mg
- Iron: 4.5 g
- Folic acid: 4.5 μg
- β-Carotene: 447 μg
- Fiber: 4.3 g
- Vit. C: 86 mg
- Carbohydrates: 28 g

(Continued)
This section analyses the information collated and presented in Section 29.4. A preliminary evaluation of how the foods discussed in Section 29.4 together provide the required nutrition for a lactating mother is presented in Section 29.5.1. This evaluation is based on a comparison with the RDA for Indian mothers (Section 29.2; NIN, 2014). Four sample postpartum menus have been chosen based on interviews of 32 elderly Indian women (age range: 60–80 years) for whom traditional postpartum care was given, and who have given traditional postpartum care to their children. As per the modified Kuppuswamy’s socioeconomic scale (Bairwa et al., 2013), all the women interviewed were either in the upper middle or upper class. Section 29.5.2 specifically lists the foods rich in

**BOX 29.2 (Continued)  RECIPES OF SELECTED TRADITIONAL INDIAN POSTPARTUM FOOD FORMULATIONS/SUPPLEMENTS**

**BOX 29.2R  RECIPE 18–ANGAYA PODI**

*Origin:* South India  
*Potential Food Function:* Galactagogue, anti-inflammatory

**Ingredients:**  
Cumin seeds: 15 g; Coriander seeds: 10 g; Black pepper: 3 g; Dry ginger powder: 4 g; Red dal: 30 g; Bengal gram: 10 g; Black gram: 10 g; Mustard seeds: 2 g; Asafoetida: 2 g; Dried *Solanum thorvum* fruit: 10 g; Dry neem flowers: 10 g; Dried *Solanum nigrum* fruit: 1 cup; Salt as required

**Procedure:**  
Dry roast all the ingredients separately and grind together into a fine powder. Mix with hot rice and serve.

**Nutritive Value:**  
Energy: 282 kcal; Protein: 16 g; Fat: 5.3 g; Calcium: 307 mg; Iron: 6.4 g; Folic acid: 62 μg; β-Carotene: 274 μg; Fiber: 7.5 g; Vit. C: 0.6 mg; Carbohydrates: 42.4 g.

**BOX 29.2S  RECIPE 19–PANJEERI**

*Origin:* North India  
*Potential Food Function:* Galactagogue

**Ingredients:**  
Ghee: 30 mL; Edible gum (gondh) crystals: 10 g; Puffed lotus seeds (makhana): 10 g; Wheat flour: 15 g; Semolina: 4 g; Sugar: 30 g; Almonds: 30 g; Ginger powder/carom seed powder/fennel seed powder/cardamom powder: 4 g (optional)

**Procedure:**  
Heat part of the ghee in a deep pan. Fry the makhana and gondh (separately). Grind the gondh and makhana (separately) to coarse powders. Heat the remaining ghee, add the wholemeal flour and semolina. Stir continuously in medium flame and cook until the mixture is pale golden in color. When the flour and semolina are fully roasted, add all the other ingredients (including the fried and ground gondh and makhana). Mix well and turn off the heat.

**Nutritive Value:**  
Energy: 564 kcal; Protein: 14 g; Fat: 32 g; Calcium: 404 mg; Iron: 6 g; Folic acid: 5 μg; β-Carotene: 221 μg; Fiber: 4 g; Vit. C: 0.9 mg; Carbohydrates: 54 g.
macro- and micronutrients present in these traditional formulations, while Section 29.5.3 discusses how these foods help in improving immunity and preventing infection.

### 29.5.1 An Evaluation of Traditional Postpartum Menus Based on RDA

This subsection presents four sample traditional Indian postpartum menus (Table 29.5) using the recipes presented in Section 29.4. Two of the menus are from southern India (Tamil Nadu) and the other two are from western (Maharashtra) and eastern (West Bengal) parts of India, respectively.

#### Table 29.5

**Sample Traditional Indian Daily Postpartum Menus**

<table>
<thead>
<tr>
<th>Time</th>
<th>Southern Indian Vegetarian</th>
<th>South Indian Nonvegetarian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prebreakfast</td>
<td>Cow's milk, postpartum special preparation (prasava lehiyam), black cumin seeds concoction with jaggery</td>
<td>Cow's milk, palm jaggery ball, (jaggery, dried ginger, garlic)</td>
</tr>
<tr>
<td>Breakfast</td>
<td>Fenugreek dosa with ghee and sugar</td>
<td>Idli, coconut chutney, ghee, and sugar</td>
</tr>
<tr>
<td>Lunch</td>
<td>Rice, carrot, and beans boiled vegetables, long pepper rasam, Solanum nigrum dried fruit fried in ghee and mixed with rice, fried papad, buttermilk, betel leaf quid (betel leaves, lime and arecanut), citron dry pickle.</td>
<td>Rice, mung dal with ghee, garlic rasam, drumstick leaves and Sesbania leaves boiled, curd, and betel leaf quid</td>
</tr>
<tr>
<td>Evening</td>
<td>Tea</td>
<td>Evening Fried fish/dried fish</td>
</tr>
<tr>
<td>Dinner</td>
<td>Cow's milk and rice</td>
<td>Dinner Milk and rice</td>
</tr>
</tbody>
</table>

Note: The above-mentioned recipes is with reference to vegetarian southern Indian Iyer and Iyengar menu

<table>
<thead>
<tr>
<th>Time</th>
<th>Western Indian Vegetarian</th>
<th>Eastern Indian Nonvegetarian</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prebreakfast</td>
<td>Tea/coffee/milk, broken wheat porridge and milk with (almonds/ poppy seeds/ garlic/Asparagus racemosus powder)</td>
<td>Cow's milk</td>
</tr>
<tr>
<td>Breakfast</td>
<td>Sheera, garlic chutney powder</td>
<td>Chapathi, carrot, and potato boiled and seasoned vegetables, boiled egg</td>
</tr>
<tr>
<td>Lunch</td>
<td>White rice, wheat flour flat breads, red dal (soup of thin consistency), bottlegourd boiled vegetables, mung dal, ghee, and betel leaves quid (leaves, lime, arecanut)</td>
<td>White rice, bitter gourd, egg plant fried with ghee and tender neem leaves, ghee, red dal, papaya, payasam rice with milk</td>
</tr>
<tr>
<td>Evening</td>
<td>Garden cress seeds/edible gum sweet ball, vavding decoction</td>
<td>Evening Poori and bengal gram dal, carom seeds decoction</td>
</tr>
<tr>
<td>Dinner</td>
<td>Mung dal vegetable kitcheri, ghee, garlic chutney, rice, flattened wheat breads, seasoned, and cooked okra—Abelmoschus esculentus, dill seed decoction, boiled fenugreek seeds (after soaking)</td>
<td>Dinner Rice, fish curry, jaggery rasagulla, tomato sweet chutney, dry nuts, almond milk.</td>
</tr>
</tbody>
</table>

Note: The above-mentioned recipes is with reference to vegetarian Maharashtrian Brahmin menu

Note: The above-mentioned recipes is with reference to nonvegetarian menu from West Bengal
Similarly, two of the menus are vegetarian (without eggs, meat, and seafood), while the other two menus are nonvegetarian (with eggs and fish). Thus, these menus potentially provide some perspective of the diversity of ethnic postpartum nutritional practices in India. Based on the recipes and using the available data on the nutritive value of Indian foods (NIN, 2014), an estimation of macro- and micronutrients in the menus has been carried out. A comparison of the estimated nutritive content of the menus with the RDA for lactating mothers (0–6 months) is provided in Table 29.6.

It is seen that in all four menus there are five meals, with a prebreakfast and an evening snack in addition to breakfast, lunch, and dinner. Lunch is the heaviest meal, and milk is consumed multiple times in large quantities. Rice is the staple food in the southern Indian diet while wheat-based bread (e.g., chapati, paratha) is in the western and eastern Indian diets. However, both also consume at least a small quantity of rice every day. Some of the commonly consumed foods include fenugreek (methi), garlic, jaggery (brown sugar), mung dal (Vigna radiata), and betel leaf quid with leaves, lime, and areca nut. Fish and eggs are the most common nonvegetarian foods consumed. Fruits are avoided significantly and green, leafy vegetables are consumed in lower quantity. Water, when consumed, is taken in the form of decoction with spices such as Bishop’s weed (ajwain), dill seeds, cumin seeds, and black cumin seeds.

Fleshy foods are a good source of protein, iron, and other vitamins. Iron from the animal tissues such as meat, fish, and poultry helps to reduce postpartum hemorrhage. Polyunsaturated fatty acids in fish are the building blocks for breast milk, which helps to enhance milk secretion. The essential amino acids in egg and meat repair the damaged tissues. In the menus considered above, the only nonvegetarian menus that have been considered are egg- and fish-based.

Table 29.6 indicates that all the four menus contain excess fat, protein, calcium, and folic acid. Carbohydrate is lower than the recommended amount, except in the East Indian menu. However, the energy needs are met through the excess fat and protein content in the food. All four menus are highly deficient in fiber, for which < 50% of the RDA is met. Along with high consumption of iron (except in the South Indian vegetarian menu), this could be a reason for the constipation problems faced by lactating mothers in India. The southern Indian nonvegetarian (Kongu Nadu) menu emphasizes significant consumption of drumstick (Moringa oleifera) and Agathi leaves (Sesbania grandiflora). This is the reason for the large quantities of calcium, Vitamin C, and β-carotene available in that diet. In the nonvegetarian menus, fish provides a rich source of calcium, protein, and polyunsaturated fatty acids. Eggs are rich in proteins, fat, and folic acid. The vegetarian menus are highly deficient in Vitamin C, while the southern Indian vegetarian menu is also deficient in iron. The eastern and western Indian menus, on the other hand, are deficient in β-carotene. The existence

### Table 29.6
Macro- and Micronutrients in the Traditional Indian Daily Postpartum Menus and Comparison with RDA

<table>
<thead>
<tr>
<th>Nutrients</th>
<th>Southern Indian Veg</th>
<th>Western Indian Veg</th>
<th>Southern Indian Nonveg</th>
<th>Eastern Indian Nonveg</th>
<th>RDA (NIN, 2014)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbohydrates (g)</td>
<td>428</td>
<td>461</td>
<td>449</td>
<td>594</td>
<td>517</td>
</tr>
<tr>
<td>Protein (g)</td>
<td>98</td>
<td>109</td>
<td>150</td>
<td>148</td>
<td>75</td>
</tr>
<tr>
<td>Fat (g)</td>
<td>85</td>
<td>120</td>
<td>91</td>
<td>104</td>
<td>45</td>
</tr>
<tr>
<td>Fiber (g)</td>
<td>10</td>
<td>17</td>
<td>12</td>
<td>21</td>
<td>32*</td>
</tr>
<tr>
<td>Energy (kcal)</td>
<td>2860</td>
<td>2999</td>
<td>3209</td>
<td>3671</td>
<td>2775</td>
</tr>
<tr>
<td>Calcium (mg)</td>
<td>1902</td>
<td>1983</td>
<td>3278</td>
<td>1627</td>
<td>1000</td>
</tr>
<tr>
<td>Iron (mg)</td>
<td>18</td>
<td>30</td>
<td>28</td>
<td>34</td>
<td>30</td>
</tr>
<tr>
<td>β-Carotene (μg)</td>
<td>3794</td>
<td>2401</td>
<td>6393</td>
<td>1969</td>
<td>3800</td>
</tr>
<tr>
<td>Vit C (mg)</td>
<td>46</td>
<td>31</td>
<td>161</td>
<td>126</td>
<td>80</td>
</tr>
<tr>
<td>Folic Acid (μg)</td>
<td>305</td>
<td>225</td>
<td>301</td>
<td>281</td>
<td>150</td>
</tr>
</tbody>
</table>

* RDA for fiber is not available from NIN, 2014. This value has been adapted from USDA.
of any correlations between these nutritional deficiencies and the maternal and neonatal health status in these regions needs to be explored. To the best of our knowledge, only one study exists (Piers et al., 1995), in which an estimate of macronutrients consumed by 17 lactating mothers has been arrived at by recall method at 12 weeks postpartum. The intakes presented in Table 29.5 compare well with those reported therein.

The menus presented in Table 29.5 are representative of moderately working women from families of upper middle and upper socioeconomic classes (Bairwa et al., 2013) belonging to certain communities in the regions indicated. There exist significant variations in the postpartum food patterns of people belonging to different financial, social, and cultural backgrounds. These variations need to be explored in detail, as they would shed light on the diversity in the postpartum maternal health status of the country. On the other hand, the data presented here indicates the increasing tendency for obesity among new mothers in India. Some of the foods in the menus—particularly the sweet balls and puddings—are likely to be consumed more often only by women belonging to high-income families. However, in all traditions, there are significant differences between the regular and postpartum menus. For instance, tribal populations are known to use excess of long and short peppers, dried ginger, palm sugar, and garlic in their postpartum formulations either as sweet balls or soups. They also consume dried fish and betel leaf quids, and a number of herbs such as shatavari. Together with rice and an increased consumption of milk, such formulations should provide significant quantities of carbohydrates, proteins, and calcium. On the other hand, their menus could be deficient in many micronutrients. This also needs to be examined in further detail.

29.5.2 MACRO- AND MICRONUTRIENTS IN TRADITIONAL INDIAN POSTPARTUM FORMULATIONS

Many of the traditional postpartum formulations are rich in macronutrients, antioxidants, and other micronutrients such as minerals and vitamins. Foods that are particularly rich in energy, protein, and fat, and essential micronutrients such as iron, calcium, folic acid, Vitamin C, and β-carotene are listed below in Box 29.3. The criterion used in arriving at this list is that these foods, at the levels used in the food formulations and sample menus presented earlier, provide at least 10% of RDA of the corresponding nutrient for lactating mothers.

It is apparent from Box 29.3 that some foods are highly rich in both macro- and micronutrients, and are used across the country. These are cow’s milk, rice/wheat (in different forms), ghee (clarified butter), betel leaves quid, lentils (mung and urad dal, in particular), fenugreek, and garlic. Cow’s milk, in the quantities consumed, provides at least 10% of the RDA of energy, protein, fat, iron, calcium, β-carotene, Vitamin C, and folic acid. Rice and wheat, consumed in different forms such as boiled/puffed rice and wheat flour/broken wheat, provide carbohydrates, energy, protein, iron, and folic acid. Foods such as drumstick and sesbania, even when consumed at 30 grams per day (or two 100 g servings per week), are rich sources of micronutrients such as Vitamin C, β-carotene, and calcium. Long pepper (thippili) is rich in iron and calcium. Betel leaf quids provide calcium and β-carotene. Milk, ghee, and coconut/oils provide fat. Ajwain is a rich source of iron. Chickpeas provide a rich source of iron and folic acid. Fish, when consumed, provides large quantities of protein, iron, and calcium. Based on the analysis of the postpartum menus as well as the information provided above, it is clear that a balanced diet that meets the postpartum nutritional demands of lactating mothers can be constructed using ethnic Indian foods.

29.5.3 TRADITIONAL INDIAN POSTPARTUM FORMULATIONS FOR IMMUNITY AND PREVENTION OF INFECTION

The use of plant foods can modulate the body’s immune system. Studies report that a variety of plant derivatives such as polysaccharides, lectins, peptides, flavonoids, and tannins modulate the immune system in various in vivo models (Shivaprasad et al., 2006). Medicinal plants used for immunomodulation can provide potential alternatives to conventional chemotherapies for a variety
Murraya koenigii (curry) leaves have been found to contain phytochemicals that show excellent potential to boost immunity and prevent infection (Handral et al., 2012). Murraya is one of the oldest traditional foods in India, consumed across the country in the form of dry powders and for seasoning many food formulations. Studies on male albino rats have established wound-healing properties, while evidence has been found on antimicrobial activity to various bacteria, including Staphylococcus species that are known to commonly cause postpartum infections. The active ingredients include carbazole alkaloids such as murrayacine, mahanimbine, mahanine, mahanimbinine, murrayacinine, mahanimbicine, mahanimboline, isomahanine, cyclomahanimbine, murrayanol, and glycozoline.

Another green leafy vegetable that is known for its high amounts of calcium, β-carotene, iron, potassium, vitamin C, proteins, manganese, selenium, zinc, amino acids, and polyunsaturated fatty acids is drumstick or Moringa oleifera (Moyo et al., 2012; Ramalingum and Mahomoodally, 2014). The leaves are known to possess anti-inflammatory and antimicrobial activities arising from iso-thiocyanates, glucosinolates, niazimicin, and pterygospermin. Strong antimicrobial activity has been established against Candida albicans, Staphylococcus aureus, and Enterococcus faecalis, while weak activity has been found against Escherichia coli, Salmonella typhimurium, Klebsiella pneumoniae, and Pseudomonas aeruginosa (Moyo et al., 2012; Marrufo et al., 2013).

Solanum nigrum (fruits and leaves) is found to exhibit dose-dependent antiinflammatory effects in animal studies (Jain et al., 2011 and references therein), which could have arisen from the presence of (E)-ethyl caffeate, a component isolated from S. nigrum that shows strong inhibitory effect on leukotrienes.

Curcuma longa (turmeric) has shown antibacterial, antifungal, antiprotozoal, antiviral, and anti-inflammatory activities (Mahady, 2005; Chattopadhyay et al., 2004 and references therein), arising
from curcumin as well as other active ingredients such as sesquiterpenes and zingiberene. Many animal (mouse, rat) and in vitro studies have been conducted on the wound-healing properties of curcumin as well as the oil extracts containing the other active ingredients. Curcumin has been found to be effective in normal as well as diabetic rats. Curcumin has also shown antibacterial effects against *Streptococcus*, *Staphylococcus*, and *Helicobacter pylori*, antifungal activities toward *Aspergillus flavus*, *A. parasiticus*, *Fusarium moniliforme*, and *Penicillium digitatum*, and antiprotozoal activities towards *Entamoeba histolytica*, *Leishmania major*, and *Plasmodium falciparum*.

*Zingiber officinale* (ginger) has shown strong antibacterial effects against a number of bacteria including *Streptococcus pyogenes* and *pneumoniae*, *Staphylococcus aureus*, *Haemophilus influenzae*, and *Helicobacter pylori* (Mahady, 2005).

One of the most common postpartum foods in India is garlic (*Allium sativum*), which has a variety of benefits, mainly due to it being a galactagogue. It is also known for its beneficial effects on cardiovascular and immune systems. The main active ingredients of garlic are allicin, alliin, diallyl disulfide, and other thiosulfinates. These ingredients have shown strong activity (Harris et al., 2001; Jalali et al., 2009; Gammal et al., 2011) towards protozoans such as *Trichomonas vaginalis*, *Opalina ranarum*, *Opalina dimidicita*, *Balantidium entozoon*, *Entamoeba histolytica*, *Trypanosomes*, *Leishmania*, *Leptomonas*, and *Crichtidia*; bacteria such as *Pseudomonas* aureus, *Staphylococcus aureus*, *Escherichia coli*, *Salmonella*, *Micrococcus*, *Bacillus subtilis*, *Clostridium*, *Mycobacterium*, and *Helicobacter*; fungi such as *Candida albicans*, *Torulopsis*, *Trichophyton*, *Trichosporon*, *Aspergillus niger*, *Rhodotorula*, and *Paracoccidioides*; and viruses such as influenza A and B, viral pneumonia, rotavirus, rhinovirus, and cytomegalovirus.

Black pepper (*Piper nigrum* L.), the most common spice used in all Indian postpartum cuisines, is also known to possess strong activity toward preventing infection. Ahmad et al. (2012, 2016) have demonstrated this effect against *Escherichia coli*, *Salmonella typhi*, *Bacillus subtilis*, *Bacillus cereus*, *Staphylococcus aureus*, and *Candida albicans* with fresh and regenerated tissues of *p. nigrum* through in vitro studies pepper has also demonstrated antiapoptotic, antifungal, antidiarrheal, anti-inflammatory, antioxidative, immunomodulatory, and antiasthmatic effects (Ahmad et al., 2012 and references therein), primarily arising from the isolate piperine. *Candida albicans* with fresh and regenerated tissues of *P. nigrum* through in vitro studies. Pepper has also demonstrated antiapoptotic, antifungal, antidiarrheal, anti-inflammatory, antioxidative, immunomodulatory, and antiasthmatic effects (Ahmad et al., 2012 and references therein), primarily arising from the isolate piperine.

Bottle gourd (*Lagenaria Siceraria*) is a commonly consumed vegetable in India that is rich in many micronutrients including iron, phosphorus, magnesium, and potassium, and a moderate source of Vitamin C (Ramalingum and Mahomoodally, 2014 and references therein). It is also rich in cardiac glycosides, alkaloids, saponins, tannins, flavonoids, choline, and triterpenoids (cucurbits). Its antiviral effect is known to arise from the protein lagenin, which is a ribosome-inactivating protein. The antioxidant, anti-inflammatory, and immunomodulatory activity of bottle gourd fruit has been established via in vitro and in vivo studies (Deshpande et al., 2008).

*Sesbania grandiflora* L., commonly known as sesbania and agathi, is widely used in Indian traditional medicine for the treatment of a broad spectrum of diseases including leprosy, gout, rheumatism, tumor, and liver disorders (Sreelatha et al., 2011). Zarena et al. (2014) have isolated agathi leaf protein from *Sesbania grandiflora* leaves and demonstrated in vitro its antioxidant (scavenging lipid peroxidation, DNA damage), cytoprotective (lymphocyte), and antibacterial activity against *Pseudomonas aeruginosa* and *Staphylococcus aureus*. Antimicrobial properties towards pathogenic bacteria like *Lactobacillus acidophilus* was also identified by Ratna et al. (2012).

Neem (*Azadiracta indica*) is a well-known Indian medicinal plant with significant activity toward preventing infection and improving immunity. Several compounds have been identified from neem, such as nimbidin, sodium nimbidate, gallic acid, epicatechin, catechin, peptidoglycans (e.g., NB-II), and polysaccharides (e.g., GIIa, GIIIa) that have exhibited anti-inflammatory
and immunomodulatory behaviors (Biswas et al., 2002). The aqueous extract of neem leaf has been shown to possess immunostimulant activity based on both humoral and cell-mediated responses (Sen et al., 1992; Ray et al., 1996). An antiulcer effect of neem leaf aqueous extract has been demonstrated in rats (Garg et al., 1993). Antimalarial activity has been shown for neem seed and leaf extracts (Khalid et al., 1986, 1989; Badani et al., 1987). Antifungal activity of neem leaf extract has been shown against *Trichophyton, Epidermophyton, Microsporum, Trichosporon, Geotricum,* and *Candida* (National Research Council, 1992). Neem oil, extracted from its leaves, seeds, and bark, exhibits antibacterial action against *M. tuberculosis, M. pyogenes,* and streptomycin-resistant strains, *Vibrio cholerae,* and *Klebsiella pneumoniae* (Satyavati et al., 1976). Aqueous extract of neem leaves has shown antiviral activity against vaccinia virus, chinkungunya and measles viruses (Gogati and Marathe, 1989). Badam et al. (1999), in an *in vitro* study, have demonstrated antiviral activity of methanolic extracts of neem leaves against group-B Coxsackievirus.

Coconut is another common food consumed in India, especially in the southern regions. Its components present in plants, such as polysaccharides, lectins, proteins, and peptides, have shown immunostimulatory effects (Tzianabos, 2000; Bafna and Mishra, 2005). Vigila and Baskaran (2008) have shown that cyclophosphamide is a potent suppressor of immune function, demonstrating a sustained decrease in both the number and function of T- and B-cells (Cupples et al., 1982). Cocosin, a globular protein in coconut (Osborne et al., 1916), exhibits counteractivity to cyclophosphamide-induced myelosuppression and thrombocytopenia. This immunostimulatory activity of cocosin is through IgE-mediated and cell-mediated hyperreactivity. Also, Shilling et al. (2013), in an *in vitro* study, demonstrate the growth inhibition of *Clostridium difficile* mediated by medium-chain fatty acids derived from virgin coconut oil.

One of the oldest cultivated plants in the world, known for its oil-rich edible seeds, is sesame (*Sesamum indicum L*). Joshi et al. (2005) have shown antioxidant effects of sesame seeds and its ingredient sesamol. Kiran and Asad (2008) have shown in a *in vivo* study that sesame oil is more effective in healing excision and burn wounds. Constituents such as sesamol, sesaminol, and sesamolin, present in both seeds and oil, may be responsible for the wound-healing activity.

Bitter melon (*Momordica charantia*) possesses several phytochemicals such as alpha- and beta-momorcharin, lectin, and *Momordica* anti-HIV protein (MAP30), and these have shown *in vitro* antiviral activity against Epstein-Barr, herpes, HIV, Coxsackievirus B3, and polio viruses (Palamthodi and Lele, 2014). Hexane, ethyl acetate, and ethanol seed extracts have also exhibited antimicrobial activity against *Escherichia coli, Candida albicans, Staphylococcus aureus,* *Staphylococcus epidermidis,* and *Klebsiella pneumonia* (Oragwa et al., 2013).

### 29.6 FUTURE OF TRADITIONAL POSTPARTUM NUTRITIONAL PRACTICES

The discussion presented so far in this chapter provides insights into the presence of various active ingredients such as proteins, fatty acids, vitamins, minerals, alkaloids, sterols, tannins, saponins, anthraquinones, glycosides, flavonoids, amin acids, and polyphenols in traditional Indian postpartum foods, the various postpartum food supplements, an estimate of the nutritive content in them, and how ethnic practices provide the required nutrition to new mothers. Numerous studies have shown that these foods play specific functions enabling the new mother to recover from pregnancy and childbirth even as she nurses the infant in a healthy manner.

However, many open research problems exist in this field. There is insufficient data on content of many active substances including many minerals, specific B vitamins, fat-soluble vitamins, amino acids, nucleosides, and nucleotides. *In vivo* and clinical studies have to be conducted to establish the functional properties of ethnic foods and food supplements, while *in vitro* studies have to be conducted to establish their biological mechanisms of action. There is a significant gap in determining the connections between macro- and micronutrient imbalances and postpartum morbidities. Unlike the USDA nutrient databases, NIN’s database lacks data on the nutrient content of ethnic Indian foods in their cooked forms as well as the nutrient contents of various ethnic food formulations.
Understanding the value of ethnic nutritional practices in postpartum care is a multidimensional problem that needs to be tackled from various perspectives such as:

- Creating a knowledge base of traditional nutritional practices; their regional, socioec- nomic, and cultural diversities; possible historical reasons underlying these practices; and the evolution of these practices
- Standardizing the recipes of the different food formulations that form part of the traditional postpartum practices
- Evaluating the macro- and micronutrients and other active ingredients in these foods in their natural form as well as in the forms they are likely to take after cooking
- Evaluating the macro- and micronutrients in the standardized food formulations, their variations with shelf life, and their modes of preservation
- Developing standardized postpartum menus based on traditional formulations that cover all the food groups and provide the recommended quantities of the nutrients
- Understanding postpartum morbidities, their causes, and connections with lifestyles and nutritional imbalances
- Recognizing food functions that alleviate postpartum morbidities, and functional foods and formulations having those functions
- Determining the functional properties of ethnic foods and food formulations through in vitro, in vivo, and clinical studies
- Examining the synergistic interactions between the various foods and food formulations in promoting the recovery and health of the new mother and infant
- Identifying the best postpartum lifestyle practices that promote the recovery and health of the new mother and infant
- Developing low-cost, locally available/preparable and functional food formulations for new mothers from different socioeconomic strata
- Developing strategies for effectively creating awareness, counseling, integrating, evaluating, and monitoring traditional postpartum practices into the present-day care delivered through modern governmental and nongovernmental institutions

Postpartum ethnic care is therefore a fertile area of research, development, and implementation. Given the highly rich nutritive values of traditional postpartum foods and given the large number of new mothers in India suffering from morbidities and children suffering from stunting and wasting, transforming postpartum care is a highly challenging task, but one with high potential for success.

As a conclusion to the chapter, based on the survey and analysis of existing literature, the following specific recommendations may be made for the daily postpartum diet that could make an immediate positive impact on the health of the new mothers and the infants:

- Include at least 400 mL of milk in the diet
- Include at least 200 grams of boiled rice or whole wheat (including in the form of wheat breads/chapathi)
- Include at least 50 grams of lentils (such as Vigna radiata and Vigna mungo)
- Include at least 20 grams of spices that are galactagogues such as Allium sativum, Trigonella foenum-graecum, and Piper longum
- Include at least 50 grams of green, leafy vegetables in the diet, particularly foods like Moringa oleifera and Sesbania grandiflora, which are rich in iron, calcium, Vitamin C, and folic acid
- Include sweet ball–type ethnic foods of the local variety (at least two sweet balls per day)
- Consume water in large quantities (at least two liters per day) in the form of water-boiled decoctions (with spices such as Anethum graveolens, Zingiber officinale, Bunium bulbo- castanum, Cuminum cyminum, and Trachyspermum copticum L.)
- Include at least one locally available fresh fruit per day
- Include a fiber-rich diet (such as in the form of whole grain millets—rice/wheat, fiber-rich fruits and vegetables)
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Carotenoids, 74, 161
Cationic amino acid transporter 2 (CAT2), 338
CC-chemokine receptor 9 (CCR9), 190
CD8+ T-cells, 341
Cecal ligation and puncture (CLP), 327
Cell-mediated immunity
  CD8+ T-cells, 341
  follicular helper T-cells, 341–342
  regulatory T-cells, 340–341
  Th1 cells, 338
  Th2 cells, 338–339
  Th9 cells, 339
  Th17 cells, 340
Cellular communication, 15
Cellular iron homeostasis, 214–216
cGMP, see Cyclic guanosine monophosphate
Chemerin, 48
Chemokines, 7
  α-Chemokines, 8
  β-Chemokines, 8
Chemotaxis, 321
Cholecalciferol, see Vitamin D
Chylomicron remnants (CR), 161
CLP, see Cecal ligation and puncture
CLS, see Crown-like structure
Colony-stimulating factors, 7
Common cold, 268
Common variable immunodeficiency (CVID), 173
Complement system, 47–48
Copper, 77
Clq- and TNF-related protein (CTRP), 45
CR, see Chylomicron remnants
CREB, see cAMP response element-binding protein
Crown-like structure (CLS), 36
CTRP, see Clq- and TNF-related protein
Curcuma longa, see Turmeric
CVID, see Common variable immunodeficiency
Cyanocobalamin, see Vitamin B12
Cyclic adenosine monophosphate (cAMP), 257
Cyclic guanosine monophosphate (cGMP), 257
Cytokines, 7, 114–117

D

DC1, see Dendritic cell count
DCs, see Dendritic cells
Death by neglect, 167, 168
Defense against infection, 398
Delayed hypersensitivity, 395
Dendritic cell count (DC1), 428
Dendritic cells (DCs), 163–164, 237, 259
  development, 186–187
  function of, 284
  glutathione and, 379
Dextran sulfate sodium (DSS), 340
Diabetes mellitus type I, 265
Diarrhea, 267
Dietary intake data, 457
Dietary nucleotides, 387–388
Disease etiology, perinatal immune factors in, 119
DSS, see Dextran sulfate sodium

E

EAA, see Essential AA
Early life immune development, 146
Eating disorder (ED)
  anorexia nervosa, see Anorexia nervosa
  bulimia nervosa, 111
  etiology, adipocytokine involvement in, 114–118
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